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Vision & goal
 Study of dynamic evolving interaction networks

 Characterization and modeling of complex dynamic 
properties.

 Study dynamic processes occurring on dynamic networks

 Dynamics of and on the network structure.

 Develop distributed measurement architectures (WSN)

 Capture physical phenomena in space and time;

 Large scale experimental data sets 

 Set up and foster multidisciplinary collaborations

  Life Science Health
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Four main scientific axes 
 Measure

 Monitor & sample large scale 
in situ network

 Partial biased view of the 
dynamic object studied

 Analyze
 Describe the structure, main 

properties
 Statistical / structural notions
 Robustness / pertinence of 

the measure

 Model
 The dynamic(s)
 Generate random 

networks that reproduce 
dynamics/behaviors

 Algorithmic
 Evaluation & Optimization 

of distributed algorithms
 Dynamic process on 

dynamic networks
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Measure = Embedded Networked 
Sensing

Promise of Embedded Networked Sensing (ENS)
Dense monitoring & analysis of complex phenomena over 

large regions of space for long periods

Constraints
 Sensing channel uncertainties 
 Environmentally compatible 

deployment
 Limited resources:  node, 

infrastructure
 Complexity of distributed systems
 No ground truth

Objectives
 Embeddable, low-cost sensor 

devices
 Robust, portable, interactive 

systems 
 Data integrity, system 

dependability
 Programmable, transparent 

systems
 Multiscale sensing and actuation
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 Build new protocols / applications
 Specification / Design
 Simulation
 Experimentation

 Large scale experimentation is a nightmare
 Fastidious for a dozen of nodes
 Manual handling / time consuming / boring

 Needs to have a specific scientific tool 
 Reproducibility is a key factor
 Scientific experiment

9

Deploy real applications...
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SensLAB:First Class Scientific Tool 
for Large Scale WSN Experiments
 1024 nodes
 Generic / Open
 Heterogeneous
 Automation
 Remote access
 Non intrusive Monitoring
 Reproducible

10
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Control NodeOpen Node SensLAB Gateway

 OPEN: no assumption
 Reliable feedback channel
 Replay stimuli
 Monitor energy consumption
 Each node could be a SINK

Design of SensLAB: Hard & Soft
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SINK & Mobile Nodes

16
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More on http://www.senslab.info

17
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Evolution towards FIT
(Future Internet of Things)
 One of 52 winning projects in the Equipex 

research  grant program 
 Play a bigger role in the ICT Labs

 Federation with OneLAB
 SFA & OMF compliant

 Extension of the infrastructure & services
 more nodes / mobiles / powerful / cognitive radio

18
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Other in situ deployments

 Desert marathon: 250km
 self autonomy

 Heterogeneous measurement 
architecture 

19

http://www.inrialpes.fr/Xtremlog
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 Understand the dynamic of AMRB
 1 actor = 1 sensor
 Design hardware & software
 Deploy & Manage

 All Medical / Nursing staff / Patients
 600 people, every 30sec, 24/7, 6 months

 Individual antibiotic use
 Swabs every week

 Characterization of the isolates to 
determine their epidemicity;

20
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Raw data  observables
 From primitive to analyzable 

data
 Signal reconstruction

 Experimental data are “noisy”
 Pkt loss introduces a bias in the 

measure (e.g., contact time)
 Statistical signal processing

0 %

25 %

50 %

75 %

100 %
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Evolution(s) & Dynamic !
 G. Chelius, CEO of 

 Submission of a new Inria team DANTE:
 Dynamic Networks : Temporal and Structural 

Capture Approach
 Graph-oriented signal processing

 Switching from 1 image to a video sequence!
 Harmonic analysis of dynamic graphs, both in time 

and space
 Stationarity

 Dynamic graph theory
 Algorithmic

CHAPTER 3. OVERLAPPING COMMUNITIES AND COMMUNITY EVOLUTION83

Figure 3.4: Example of mapping between communities. In the bottom networks,

the darker colors represent nodes that are clustered together in at least 95% of the 1000

bootstrap networks. The alluvial diagram highlights and summarizes the structural

changes between the time 1 and time 2 significance clusters. The height of each block

represents the volume of flow through the cluster. The clusters are ordered from bottom

to top by their size, with mutually nonsignificant clusters placed together and separated

by a third of the standard spacing. The orange module merges with the red module,

but the nodes are not clustered together in 95% of the bootstrap networks. The blue

module splits, but the significant nodes in the blue and purple modules are clustered

together in more than 5% of the bootstrap networks. The figure is obtained from [109].

good performance in depicting community evolution and showing community dynamics.

Visualizing community evolution through lineage diagrams

Our visualization tool illustrates ”stories” in dynamic networks through lineage dia-
grams (See Fig. 3.5). Each lineage represents a separate evolutionary path, and occu-

pies a column. The evolution of a community is shown from left to right. The temporal

clusters representing the observations of the same community are shown in the same

y-axis. Each cluster is shown by a circle whose size is proportional to its number of

nodes. A lineage tie is added between two clusters if they share a successor or pre-

decessor relationship. Therefore, if a circle has a link to another column, it indicates

a community change. For example, in Fig. 3.5, we observe a link connecting a violet

cluster and an orange cluster between t = 2 and t = 3. It represents a change event.

We can characterize community dynamics through the orientation of links:

• If this link is oriented from left to right, it indicates that a community merges into

another one;

• If this link is oriented from right to left, it indicates that a community is the result

of a split from another one.
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