
Computer Communications 34 (2011) 1645–1659
Contents lists available at ScienceDirect

Computer Communications

journal homepage: www.elsevier .com/locate /comcom
Framework for optimizing the capacity of wireless mesh networks

Christelle Caillouet a,⇑, Stéphane Pérennes b, Hervé Rivano c

a DRAKKAR Team, LIG Lab, Grenoble, F-38402, France
b MASCOTTE Team, I3S Lab (CNRS/UNS)-INRIA, Sophia Antipolis F-06902, France
c SWING Team, CNRS, Université de Lyon, INRIA, INSA-Lyon CITI F-69621, France
a r t i c l e i n f o

Article history:
Received 31 March 2010
Received in revised form 25 February 2011
Accepted 2 March 2011
Available online 12 March 2011

Keywords:
Wireless mesh networks
Capacity
Routing
Scheduling
Linear programming
0140-3664/$ - see front matter � 2011 Elsevier B.V. A
doi:10.1016/j.comcom.2011.03.002

⇑ Corresponding author. Tel.: +33 0 476 827 219; f
E-mail address: christelle.molle-caillouet@imag.fr
a b s t r a c t

In this paper, we address the problem of computing the transport capacity of Wireless Mesh Networks
(WMNs) dedicated to Internet access. Routing and transmission scheduling have a major impact on
the capacity provided to the clients. A cross-layer optimization of these problems allows the routing to
take into account contentions due to radio interference.

We present a generic mixed integer linear programing description of the configurations of a given
WMN, addressing gateway placement, routing, and scheduling optimizations. We then develop new opti-
mization models that can take into account a large variety of radio interference models, and QoS require-
ments on the routing. We also provide efficient resolution methods that deal with realistic size instances.
It allows to work around the combinatoric of simultaneously achievable transmissions and point out a
critical region in the network bounding the network achievable capacity. Based upon strong duality argu-
ments, it is then possible to restrict the computation to a bounded area. It allows for computing solutions
very efficiently on large networks.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction

Wireless mesh networks (WMNs) are cost-effective solutions
for ubiquitous high-speed services [1]. They are dynamically self-
organized and self-configured networks in which nodes automati-
cally establish and maintain mesh connectivity among themselves.
Each node, called mesh router, operates not only as a host but also
as a router for the traffic. Mesh routers are interconnected in order
to form a fixed infrastructure offering connectivity to mesh clients
and gateway functionality for connections to the Internet of the
mobile network users. This infrastructure, forming a wireless back-
haul network, is integrated with the Internet by special routers
called mesh gateways. Mesh clients access the Internet by multi-
hop communications through the backhaul network.

A WMN can thus be represented as a two-tier architecture as
depicted in Fig. 1, and a logical separation is maintained between
client-to-router one-hop connections and router-to-gateway mul-
ti-hop communications. In this article, we focus on the WMN back-
haul, more precisely on computing optimal stationary behaviors.
Therefore, the traffic of the mobile clients is modeled by a demand
distribution over the mesh routers.

These multi-hop networks are expected to carry high through-
put. A very important requirement for the network performance
evaluation is to maximize its capacity, i.e. the throughput offered
ll rights reserved.
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to each flow. This performance measure is however affected by
many factors such as network topology, traffic pattern, resource
sharing and radio interferences. One of the major issue of wireless
networks is the capacity reduction due to radio interferences [2,3].

In order to maximize the capacity of a WMN, one has to deter-
mine an optimal allocation of the shared resources, in particular
the radio channel available. This allocation is constrained by inter-
ferences and contentions around a communicating node. If many
concurrent transmissions are successful, they have to be pairwise
non interfering. Contending links share a common channel using
a time multiplexing process. In this TDMA scheme (time-
division-multiple-access), the transmission capacity is divided into
time slots, and each link is assigned some dedicated slots.

The goal of this paper is to provide optimization-based models
and frameworks determining bounds on the optimal theoretical
capacity of a WMN. Capacity evaluation with a cross-layer ap-
proach is useful to improve the performance of routing protocols
and MAC layers. Routing efficiency depends on the problem of allo-
cating physical and data link layer resources, since interferences
between link transmissions clearly impact the routing used to sat-
isfy traffic demands. Similarly, traffic routing determines the traffic
flow requirements on each link, according to the achievable capac-
ity of the links.

Following the state of the art of existing optimization tech-
niques developed for WMN, we present a cross-layer model for
optimal wireless mesh network configurations. We develop in Sec-
tions 3 and 4 a global mixed-integer linear description of gateway
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Fig. 1. A WMN topology: Mobile clients access Internet through a multi-hop
wireless backhaul network of routers and gateways.
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placement, routing, and scheduling optimizations. Motivated by an
efficient computation of the optimal theoretical capacity of the
network, we focus on the joint optimization of routing and sched-
uling and, in the case of a steady state operating network, its effi-
cient relaxation known as the Round Weighting Problem (RWP) in
Section 5. Our contribution is to develop linear programming for-
mulations of this problem and a column generation process which
allows to get throughput optimal, yet fractional, routing and round
weighting efficiently.

We focus on router-to-gateway traffic pattern, for which the
routing can be formulated as a single-commodity flow problem
that we want to maximize. In graph theory, the maximum flow
problem is known to be the dual of the minimum cut problem,
with equal optimal solutions [4].

A new representation of the RWP allows us to consider the acti-
vation duration of links in such a way that traffic can cross the net-
work cuts. In other words, we investigate the RWP in which we
eliminate the routing and focus on the transport capacity available
on the network cuts. In Section 6, we present our contribution on
this problem, that is, a linear formulation involving cuts and
rounds in the WMN whose optimal solutions are proved to be
equivalent to the previous formulations of RWP. To solve this
new formulation efficiently, we have developed a primal–dual
algorithm using a cross row and column generation process. We
analyze the simulation results of this formulation, highlighting
the presence of a bottleneck area in the network that restricts
the available capacity.
2. Related work

Many challenges on WMNs are still open, because finding a
model that combines specific constraints of wireless mesh technol-
ogy and topology is not easy. The study of wireless network perfor-
mances has motivated many research works. WMNs deployment
in operational situations such as urban areas requires quality of
service (QoS) criteria that are challenging to guarantee. Indeed, re-
cent works have pointed out fundamental issues with capacity and
scalability.

In [5], Gupta and Kumar presented a pioneering study of the
capacity of wireless ad-hoc networks. Under specific routing, radio
interference models and probabilistic traffic assumptions, they use
an analytical approach to prove that the per node capacity of a ran-
dom wireless ad-hoc network decreases as Oð 1ffiffi

n
p Þ as the size of the

network, n, grows. Other works tried to give more analysis and re-
fine this result [6–8], but all of them confirm that the network
capacity goes down when its size increases. Unlike ad-hoc net-
works, WMNs are stationary networks in which traffic is mainly
router-to-gateway (respectively gateway-to-router) oriented. The
available capacity for each node is therefore reduced to Oð1nÞ [9,10].

To determine the optimal resource allocation, MAC protocols
achieving conflict-free link scheduling have been developed to
avoid interferences [2,11]. In order to deal with interference, it is
important to know what are the sets of transmissions that can be
active at the same time. An algorithm enumerating a tractably
large subset of simultaneous transmissions has been developed
in order to compute an approximated solution for maximum
throughput using linear programming [12]. For a multi-radio mul-
ti-channel network problem, a column generation approach has
been developed for minimizing the scheduling time [13]. Optimal
and near-optimal solutions have been computed also using column
generation for resource allocation in ad hoc networks where each
node must be activated in a minimum time period [14]. Another
approach consists in solving a multi-commodity flow problem by
a dual method in order to find upper bounds for the achievable
throughput [3,15]. A survey on efficient algorithms for resource
allocation in large wireless networks shows the efficiency of col-
umn generation compared to complete enumeration for the sched-
uling problem [16]. Our approach does not limit the use of column
generation for scheduling constraints but includes also the routing
for considering QoS.

Several interference models exist in the literature. An investiga-
tion of the impact of the choice of the interference model, on the
conclusions that can be drawn regarding the performance of wire-
less networks, by comparing different interference models has
been presented in [17]. Our approach is to provide optimization
models so that any existing interference model can be plugged in
transparently.

The impact of interferences on routing has also been investi-
gated [2,18]. The routing has been deeply investigated in
multi-hop wireless networks, but joint routing and scheduling
optimization in WMNs is a more recent topic motivated by the effi-
ciency of cross layer approaches [19]. It consists in computing
jointly the router-gateway routes of the packets, and the transmis-
sions schedule in order to achieve the maximum transport capac-
ity. This problem is closely related to the optimal assignment of
interference-free broadcasting schedules in multi-hop packet radio
networks, which has been shown to be NP-hard [20]. Another
related problem, in slightly different settings, is the minimum time
gathering (MTG) [21,22] where each node has to send one unit of
data to a central node within a global minimum gathering time.
A 4-approximation algorithm has been developed for this problem
[23]. Routing and scheduling in WMNs with delay constraints has
also been addressed in [24].

Column generation processes dealing with the joint routing and
scheduling problem have been presented. A nonlinear approach for
general wireless networks is presented in [25]. The approach deals
with a different objective and cannot be solved for networks with
more than 20 nodes. For wireless mesh networks, column genera-
tion has been introduced in order to solve the routing problem
where multi-routes, as well as router to multi-gateway traffic,
are not allowed [13,26]. In these works, the columns represent sets
of pairwise non interfering transmissions. However, several works
have shown that multi-path routing increases the end-to-end net-
work throughput [27], and a multi-gateway association results in
better capacity and fairness in the network [28]. Our linear pro-
grams add the possibility of generating paths with QoS constraints
in princing subproblems, e.g. by limiting the length (in terms oh
hop) of the eligible paths in the routing. By reducing the search
space for paths, while not reducing any combinatorial overcharge,
this can even decrease the complexity of the problem (see
Section 5.3).
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Fig. 2. The connectivity graph G = (V,E) modeling a WMN: White nodes are
gateways Vg and black nodes are routers Vr.
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A comparison between CP-based and column generation has
been done in [29]. The column generation process to generate sets
of pairwise compatible links for the scheduling has also been con-
sidered for the channel assignment problem in WMNs [30]. Even if
the models presented in these study are similar to the one pre-
sented here, the purpose of our paper is to discuss about the gate-
way placement problem in WMNs according to results given by a
new formulation of the joint routing and scheduling problem
involving cuts arounds the mesh gateways.

In the literature, some papers have investigated the optimiza-
tion of the deployment cost and the quality of service (QoS)
achieved by carefully placing the gateways in the network [31].
This problem is closely related to the facility location problem
which seeks to minimize the length of the paths from any node
to the set of ‘‘facilities’’ [32].

The gateway placement problem has also been studied for dif-
ferent kinds of networks. In wireless sensor networks, authors of
[33] study how to place multiple gateways in an area such that
the data collection latency is minimized. They transform the place-
ment problem into a cluster assignment problem, minimizing the
total number of forwarding operations in each cluster. In [34],
authors address the problem of optimally placing one or multiple
gateways in both 1-D or 2-D vehicular networks to minimize the
average number of hops from routers to gateways so the commu-
nication delay can be decreased. Cost consideration are addressed
in [35] to optimally select gateway in a cellular Wi-Fi network.
Integer linear programming and heuristic solution are proposed
to guarantee minimum hop distance to the gateway from all access
points.

As a matter of fact, in many scenarios the location of such spe-
cial nodes would have a strong impact on the network perfor-
mances. This question has fostered several studies in WMN
optimization [36–38]. In [36], authors used a grid-based approach
to place k gateways in a wireless mesh networks so that the total
throughput achieved by interference-free scheduling is maxi-
mized. They divide the network into k cells and place a gateway
at the center of each cell, obtaining an approximation of the opti-
mal solution. A polynomial time approximation algorithm using
a cluster-based approach that finds a near optimal gateway place-
ment is also presented in [37]. A study focusing of the placement of
one gateway in a grid network highlights that a better throughput
is obtained if the gateway is near the center of the grid [38]. Our
experiments in Section 5.4 moderate the impact of the gateway
placement in the special case of wireless mesh networks in which
the traffic is gathered by the gateways. We claim that there are
specific conditions on the network topology that are sufficient to
guarantee an efficient gateway placement.

3. Model and assumptions

The fixed infrastructure of the WMN is modeled by a directed
graph G = (V,E) of N nodes representing mesh points, i.e. the union
of mesh routers and gateways. Without loss of generality, we as-
sume that each device has a single interface allowing to send or re-
ceive packets on the only channel available1. This channel is
therefore shared between all the nodes. The set of vertices V is
decomposed into two non-intersecting subsets: V = Vr [ Vg, with
Vr \ Vg = ;, where Vg is the set of mesh gateways and Vr the set of
mesh routers that do not interact directly with Internet (see Fig. 2).

As opposite to mobile ad-hoc networks (MANETs) in which
every node can potentially communicate pairwise together, the
1 Considering multi-interface multi-channel WMNs only changes the contention
model. As explained in Section 3.2, our interference model is generic so that the
extension with several channels is straitforward. In addition, we believe that it does
not change the form of the critical behaviour of the network presented in this paper.
traffic flow in WMNs is mainly router-to-gateway oriented
(respectively gateway-to-router). We therefore assume that each
router r of Vr has a demand dr to send to the gateways, correspond-
ing to the aggregated traffic of the mesh clients connected to it.

The set of links E strongly depends on the physical layer model
chosen, that specifies whether or not a packet is received error-
free. The existing communication models are usually divided into
two classes: Power-based and distance-based models. We over-
view these models in the next subsection and define at the same
time the choice we made for this work.

3.1. Communication settings

The WMN is assumed to be a single channel synchronous net-
work. All the network nodes operate with a single omnidirectional
antenna. The quality of a communication between two nodes in
the network is affected by many factors and measured by the signal
to noise ratio (SNR) that depends on the power of the sent signal af-
fected by the power of the ambient noise:

SNRv ¼ 10log10
PðsignalÞ
PðnoiseÞ ðdBÞ

where P(signal) (resp. P(noise)) represents the transmission power,
or sent signal power (resp. the noise power). The signal power at
a receiving node usually depends on the transmitting power of
the sending node, and the path-loss effects depending on the dis-
tance between the sender and the receiver. In this model, each node
in the network has a probability of well-receiving the message sent,
and this probability tends to zero at infinity.

This power-based model is commonly approximated by a
threshold: If the SNR is above a given threshold, then the signal
is well-received by the receiver, otherwise the communication
fails. This model is validate by information theory that says that
it is always possible to get a threshold model by properly choosing
the channel coding [39].

The physical model used in many research works is a distance-
based model, that is based on the location of the nodes in the plane
considered. Approximating a path-loss model, one can consider
that a transmission between two nodes is possible if they are with-
in communication range of each other. This range depends on the
euclidean distance between the two nodes.

We therefore use a threshold-based model (modeling either a
model with euclidean distance or a SNR with threshold and uni-
form power), and we model for each node the set of its immediate
neighbors, i.e. the set of nodes it can directly communicate in one
hop. We thus obtain the definition of the set of possible transmis-
sions between any pair of nodes modeled by a set of links E in the
connectivity graph modeling the WMN.

We assume the wireless communication medium to be half-
duplex, that is, a node cannot listen to the same channel on which
it is transmitting. We impose the constraint of not activating more
than one incident link per node:
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Fig. 3. Distance-2 interference model: (a) Topology graph, (b) Conflict graph. Sets of compatible links {A1,A4}, {A2}, {A3} correspond to independent sets of the conflict graph.
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e2CðvÞ
aðt; eÞ 6 1; 8t 6 T

where C(v) is the set of links in G incident to node v 2 V, a(t,e)
determines if link e is transmitting at time t or not, and T is the time
period length.

Spatial re-use is the opportunity of allowing various simulta-
neous interference-free transmissions if they are located far en-
ough in the network. To consider spatial re-use, an interference
model must be defined. We present existing interference models
and define a generic one for our models, allowing to apply simple
binary interference models as well as more challenging SINR
models.

3.2. Generic interference model

To ensure transmissions during a time slot, links activated have
to be pairwise interference-free. The structure of these sets de-
pends on both the wireless technology used by the network de-
vices and the radio interferences. In the literature, existing
communication models can be divided into two classes, namely
protocol and physical communication models strongly related on
the distance-based and power-based models described in the pre-
vious section [17,40]. The MAC layer protocol CSMA/CA imple-
mented in 802.11 may use RTS/CTS messages for a pair of nodes
to reserve the channel and transmit. Many interference models
have been developed on top of CSMA/CA. They are called binary
models, meaning that two nodes can either always or never trans-
mit simultaneously unless they communicate together [41]. These
binary models can be represented by a conflict graph Gc = (Vc,Ec),
where a node in Vc corresponds to a link of E in G, and a link be-
tween two nodes of Vc exists if and only if the corresponding links
are interfering in G.

A known interference scheme, the symmetric distance-2 inter-
ference model, has been inspired by CSMA/CA. We assume that all
communications involve bidirectional messages exchanges (RTS-
CTS and DATA-ACK exchanges) inducing a symmetric interference
pattern. When a router transmits, all its neighbors keep silent. For
sake of symmetric transmissions, the same happens with the recei-
ver, inducing incompatibility patterns with the 2-hop neighbor-
hood of an activated link. An example of this model and its
associated conflict graph is depicted in Fig. 3.

Another class of interference models are based on the wireless
physical layer technologies and the SNR presented before. In
WMNs where simultaneous transmissions can occur, one has to
integrate the cumulative effects of these transmissions as noise
degrading the measured signal. A transmission is successful if the
signal-to-interference-plus-noise ratio (SINR) at the receiver re-
mains greater than a fixed threshold throughout the duration of
the packet transmission. Formally, the following SINR condition
must hold at the receiver:

SINRv ¼
PuGuv

gv þ
P

w–uPwGwv
P c; ð1Þ
where (u,v) is the link of interest, Pv is the transmitting power used
by node v, gv is the thermal noise power at node v, and Guv denotes
the channel gain from u to v.

In the literature, another kind of interference model is com-
monly used. Based on a graph representation of interferences, they
are denoted binary interference models. A generic writing of these
models considers IðeÞ, the set of links interfering with link e of E
in the network. If a(t,e) equals 1 when a link e is activated at time
t, the following constraint has to be respected:

aðt; eÞ þ aðt; e0Þ 6 1; 8e0 2 IðeÞ; t 6 T ð2Þ

In the remainder of this section, we present our problems using the
binary interference model, but the SINR model can be used as
shown in section 5.3.

3.3. Traffic requirements

At each time period, a mesh router r sends dr units of traffic in
the network to Internet through the gateways. But the traffic is not
enforced to reach the gateways in one period of time. Indeed, rout-
ing even one unit of traffic up to the gateways can need several
periods. Given a link scheduling during one period, the router’s de-
mand can be stored at intermediate nodes. Moreover, all routers
have infinite memory, meaning that we do not consider saturating
networks where nodes are bottlenecks.

To ensure that data are sent from the routers to the gateways,
all links of a path between the sources and the destinations have
to be activated during the time period. An active path is then a path
whose links can be activated during the time period considered.
The flow rate going through an active path is limited by its most
constrained link, i.e. the link with lowest activation during the time
period. Then, when k units of flow are sent on an active path during
period [1,T], the flow rate of the active path is equal to k/T in steady
state, i.e. when repeating the period among time. Routing at max-
imum rate then determines a set of paths between the sources and
destinations whose links can be scheduled in a minimum period of
time.

We focus on router-to-gateway traffic pattern in order to route
the demand from the network clients to Internet through the gate-
ways. We first assume that the placement of the gateways Vg is not
known a priori and has to be determined concurrently with routing
and link scheduling. A common traffic model is to consider multi-
commodity flow constraints, as presented in the next subsection.

3.4. Problem formulation

In Table 1, we recall the notations used in our linear program-
ming formulation addressing gateway placement, routing and
scheduling in WMNs. The linear constraints that define the feasi-
bility region of our problems are:

aðt; eÞ þ aðt; e0Þ 6 1; 8e0 2 IðeÞ; t 6 T ð3Þ
X

v2V

f ðv ; eÞ 6
X

t6T

aðt; eÞ; 8e 2 E ð4Þ



Table 1
Synthesis of the variables and constants used.

Notation Definition

dv 2 Rþ Traffic demand of mesh router v.
a(t,e) 2 {0,1} Activation of link e during time slot t.
s(i) 2 {0,1} Selection of node i to become a gateway.
f ðv ; eÞ 2 Rþ Flow sent by router v through link e.
yðr;vÞ 2 Rþ Flow sent by router r received by gateway

v � y(r,v) = 0 if v is not a gateway.
C 2 Rþ Constant greater than the total demand

in the WMN.
Ifv¼rg 2 f0;1g Indicator function: 1 if v = r, 0 otherwise.
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X

e¼ðu;vÞ2E

f ðr;eÞþ Ifv¼rgdv ¼
X

e¼ðv ;wÞ2E

f ðr;eÞþyðr;vÞ; 8r; v 2V ð5Þ

X

i2V

yðr; iÞ ¼ dr; 8r 2 V ð6Þ

yðr; iÞ 6 sðiÞ � C; 8i 2 V ; r 2 V ð7Þ

Multi-commodity flow aims at computing paths between mesh
routers and gateways in the single channel WMN considered. Mul-
ti-commodity flow constraints express the injection of traffic dr by
router r into the network that is forwarded without loss by other
mesh routers until its extraction by the gateways. Recall that
f(r,e) is the continuous flow sent by node r going through link es.
Then the capacity of link e is shared by the flows f(r,e) going
through it. Constraints (5) thus represent the flow conservation
constraints over the time. It is considered r as the source node of
flow f and v is the current node that forwards the received flow fol-
lowing Kirchhoff laws. Two special cases happen: When v = r, then
the router sends its demand on its ougoing edges. If v is a gateway,
it can receive an amount of the flow sent by r, i.e. y(r,v). All the de-
mands have to be sent to the gateways as modeled by constraints
(6). Constraints (4) are the link capacity constraints. Total flow on
a link cannot exceed its global capacity depending on its activation
during the global time period. And (7) claims that the absorbed flow
by a router is null if this one is not selected to be a gateway, i.e. bin-
ary variable s(i) = 0.
4. Wireless mesh network optimizations

By combining the aforesaid constraints (3)–(7), one describes
the solution space of all admissible configurations of a given
WMN, i.e. the set of configurations of the mesh network satisfying
the constraints. On this generic set of constraints, multiple optimi-
zations can be performed, depending both on the objective func-
tion and on the variables that are instantiated to constant values
of the MILP.

In the following, we present some of the most common optimi-
zation problems arising in the settings of WMN and their writing in
this model.

4.1. WMN deployment

The gateway placement can be tackled as follows in our model.
Within the cross-layer constraints of the routing and scheduling,
one can set s(i) as a binary variable determining whether a gateway
is installed at node i, and define the two following optimization
problems.

4.1.1. Optimal gateway placement problem (GPP)
When traffic demands are known for every router, the gateway

placement problem seeks to deploy gateways in the WMN such
that all demands are satisfied. Given a set Vg of candidate gateways,
we look for the smallest subset of gateways such that the traffic de-
mand is satisfied, that is:

Objective : min
X

i2Vg

sðiÞ

The sum in this objective function can be weighted by a cost asso-
ciated with each gateway placement.
4.1.2. Fair gateway placement problem (FGPP)
If the number of gateways to be deployed is known, the objec-

tive is to place them in order to maximize the throughput in a sim-
plified max–min fairness model. The traffic demand of each router
becomes a variable instead of a constant, and we seek to maximize
the minimum throughput assigned to a router among all feasible
routes and schedules.

Objective : maxðmin
r2Vr
ðdrÞÞ

such that : Eq: ð3Þ—ð7Þ and
X

i2Vg

sðiÞ ¼ n

Relevance of gateway placement fine tuning Gateway placement
problems are very challenging from a combinatorial viewpoint.
However, the specific traffic pattern of gathering communications
on the gateways induces bottlenecks around the gateways which
tightly constrain the available capacity [9]. Indeed, simulation re-
sults such as those presented in Section 5.4 assess a very weak im-
pact of the location of the gateways on the capacity of the network.
The capacity depends on localized constraints on the placement
which are very easy to fit: When two gateways are too close from
each other, they actually act as only one because of the interfer-
ences which prevent a simultaneous traffic gathering. On the con-
trary, it is sufficient that each gateway has a large enough
neighborhood for the network to provide its maximum capacity.

Therefore, from now on, we focus on WMN capacity optimiza-
tion while considering that both the mesh routers and the gate-
ways are already deployed. This approach is validated through
simulations presented in Section 5.4.
4.2. WMN capacity optimization

Let us be given a WMN and a gateway placement. The s(i) are
constants and equal 1 for the set of gateways Vg, 0 otherwise. Eval-
uating WMN performances is useful to determine the Quality of
Service (QoS) that must be guaranteed to the clients. Among the
existing performance indicators, we distinguish the network
capacity, defined as the amount of traffic the network can carry
per unit of time. Being able to provide a high capacity to WMN is
deeply investigated since it is known that wireless networks have
a scalability issue [5]. Our work aims at providing an upper bound
on the achievable capacity of any given WMN topology, indepen-
dently to any routing or scheduling protocol.
4.2.1. Max-sum flow
A natural way of trying to maximize the network throughput is

to maximize the sum of all the flows going through the network:

Objective : max
X

r2Vr

X

e2CþðrÞ

f ðr; eÞ

where C+(r) is the set of outgoing links of node r.
The drawback of such an approach is the unfairness induced

among the transmitters. Almost all the bandwidth is dedicated to
a few radio links [8]. In order to introduce fairness, another objec-
tive can be used.
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4.2.2. Maximum concurrent flow or fair routing and scheduling
problem (FRSP)

The fair routing and scheduling problem introduces fairness in
order to guarantee an amount of flow to each node that is propor-
tional to a given demand. It is related to the maximum concurrent
flow problem whose goal is to maximize k, such that

P
e2CþðrÞf ðr; eÞ

= kdr, "r 2 Vr.
In the following, we introduce a dual viewpoint on maximizing

the capacity: Instead of packing the largest possible flow in the
available resources, one can minimize the resources needed to cov-
er the requested flow demand. In our settings, this viewpoint is
quite relevant since we consider a network at its steady state,
hence periodic.
4.3. The shortest schedule or round scheduling problem

When the traffic demand is know and given a priori, the optimi-
zation problem of maximizing the network capacity becomes a
minimization. When k units of flow are sent from a router to a
gateway each T units of time, routing at maximum rate can be
viewed as minimizing T, the length of the time period (because
the flow rate is equal to k/T in steady state). Minimizing the sche-
dule duration to carry the traffic therefore maximizes the network
capacity [42].

In our formulation, we introduce a new variable vt which indi-
cates if at least one link is activated at time t. The network period
length equals the number of used slots, i.e. slots during which at
least one link is selected. A bound on this length is fixed, Tmax,
and the set of used slots in the frame [1,Tmax] is minimized:

Objective : min
X

t6Tmax

vt

such that : Eq: ð3Þ—ð7Þ and aðt; eÞ 6 vt; 8e 2 E; t 6 Tmax
4.4. Formulation limits

The mixed-integer formulations presented for computing WMN
optimal configurations all suffer from the number of binary vari-
ables of the scheduling constraints, the gateway placement con-
straints being even more costly. Even for small networks and
considering small time periods, the program generates MILPs with
a huge number of constraints and integer variables. This combina-
torial hardness makes the problem intractable for topologies with
more than twenty nodes. Large instances cannot be solved to opti-
mality and only approximate solutions can be obtained [24]. In or-
der to tackle larger topologies, we introduce an approach based on
a structural model relaxation.

From now on, we assume a given gateway placement in the net-
work and focus on the joint routing and scheduling problem mod-
eled as a Round Weighting Problem (RWP). It has been introduced
by [43] and considers a generic interference model represented by
a set of rounds. This problem solves the continuous relaxation of
the Round Scheduling Problem (RSP) to satisfy a given demand
subject to the multi-access interferences, by allowing an activation
duration to each round. Computing the optimal capacity of the net-
work is then a Round Weighting Problem. Besides, this relaxation
is effective since, given a round weighting, one can easily build
an actual scheduling inducing the same activation duration, hence
providing the same capacity.

In the rest of the paper, we present linear formulations that can
be solved efficiently using column and cut generation processes.
Simulations and duality theory highlight that the WMN capacity
is only constrained on some bounded region in the network and
confirm our previous assessment on the gateway placement.
5. Relaxation to the round weighting problem

A straightforward continuous relaxation of the scheduling con-
straints (3) would be irrelevant since the structure of the interfer-
ence-free scheduling is deeply dependent on the binary form of the
a(t,e) variables. For instance, one could set all a(t,e) to 1/2. Con-
straints (3) would always be satisfied but this feasible solution is
useless to build efficient sets of pairwise non interfering transmis-
sions. This is a very generic assessment where disjunctions are ex-
pressed by binary variables, like in colouring problems. We
therefore express contentions by variables on combinatorial ob-
jects, instead of constraints on binary variables.

One can notice that a complete link scheduling is not necessary.
Indeed, permuting slots does not change the solution cost since the
number of units of flow going through a link is limited by the total
number of active slots. The set of activated simultaneous transmis-
sions in an optimal solution is enough to construct an optimal
scheduling, assigning a frame to each set of simultaneously acti-
vated links in an arbitrary order. Hence the problem can be re-
duced to a round weighting problem, which considers a generic
interference model represented by a set of rounds. This problem
solves the continuous relaxation of the shortest schedule problem
by allocating slots to each round. By allowing this weighting to be
fractional instead of integer, one can keep the fundamental struc-
ture of the original problem in an effective relaxed scheme.

5.1. Definition of rounds

Instead of considering the set of interfering transmissions IðeÞ
for each link e 2 E, we now focus on the set of compatible transmis-
sions that can be selected at the same time. The interference model
stays generic and is now expressed in terms of rounds, defined as
follows:

Definition 1. (Round) A set R # E in G is called a round if it
contains only transmissions that can be active simultaneously.

In the settings of the binary interference model, that means a
set of pairwise non-interfering transmissions: R # E, 8e1; e2 2
R; e1 R Iðe2Þ and e2 R Iðe1Þ. In the settings of the SINR model, that
means a set of transmissions such that the SINR Eq. (1) holds at all
receiving node.

In the conflict graph modeling a binary interference model, a
round actually corresponds to an independent set, or stable set. Re-
call that an independent set of a graph is a subset of nodes such
that there is no link between them. For instance in Fig. 3 represent-
ing the binary distance-2 interference model, links A1 and A4 are
separated by A2 and A3. They can thus be in the same round and
one can see that {A1,A4} is an independent set of Gc since the cor-
responding nodes are not adjacent.

5.2. The path/round formulation

Our work uses the same performance metric as in the RWP [43],
saying that we consider sets of pairwise compatible transmissions
(the rounds) as input of our problem, and we try to optimize the net-
work performances by selecting rounds in order to route the given
traffic with maximum throughput from mesh routers to the gateways.

Each round R can be selected w(R) times during the network
period. In the relaxed problem, w(R) becomes the duration of the
round selection. Only one round can be selected at a time, hence
the sum of the round activation durations equals the period length,
which is to be minimized (Eq. (8) of the following mixed-integer
linear program). The capacity of a given link is then given by the
sum of the activation durations over the rounds containing the link
(Eq. (9)). Similarly one can introduce a set of paths instead of the
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multi-commodity flow constraints on links. Thus the routing prob-
lem becomes a selection of the set of paths carrying the flows. Let
Pr be the set of paths going from router r to the gateways and f(P)
the amount of flow on path P 2 Pr . P ¼ [r2VrPr denotes the set of
all paths, and R the set of the rounds.

The routing and scheduling problem thus becomes:

min
X

R2R
wðRÞ ð8Þ

X

P2P;P3e

f ðPÞ 6
X

R2R;R3e

wðRÞ; 8e 2 E ð9Þ
X

P2Pr

f ðPÞP dr ; 8r 2 Vr ð10Þ

In this formulation, the number of constraints is strongly reduced
because flow conservation and round construction constraints are
no longer necessary; it is hard coded into the structure of the com-
binatorial variables. Only capacity constraints (9) and demand con-
straints (10) are expressed. Conversely, the number of variables is
now exponential. Indeed, it exists an exponential number of paths
between a source–destination pair in the graph, as well as possible
rounds. This formulation cannot be manipulated with the whole set
of variables when the size of the network grows.

5.3. The resolution method

Column generation is a prominent approach, based on the dual-
ity in linear programming, to deal with the exponential size of vari-
ables of a linear program, avoiding the enumeration of all the
possible variables. It has already been applied for JRSP and RWP
and has proved its efficiency [13,26,44]. Actually, these problems
suffer from the exponential number of their variables, i.e. paths
and rounds. The set of rounds is a subset of 2E, it is therefore
impossible to enumerate all of them in a graph. Similarly there is
an exponential number of paths between two distinct nodes in a
graph. The column generation process, described in the next para-
graph, allows to quickly compute the optimal solution of the path/
round formulation only with a subset of paths and rounds (gener-
ating only those that improve the objective function).

Recall that the dual of a linear program is another linear pro-
gram whose constraints are related to the variables of the former,
denoted as the primal program. There is a tight binding between a
solution of the primal and the values of the variables of its dual. In
particular, if a solution of the primal program is sub-optimal, the
corresponding values of the dual variables violate at least one dual
constraint. Based on this fact, the scheme of the column generation
process is the following. First, one solves the primal with a re-
stricted set of active variables (the other variables being set to 0).
This instance is thus quickly solved. If there exists a feasible solu-
tion of this restricted version of the primal, the current optimal pri-
mal solution is obtained, as well as the corresponding values of the
variables of the dual problem. The initial sets have to be carefully
chosen so that an initial feasible solution exists.

Considering a current solution, optimal on the restricted set of
variables, this solution is most probably sub-optimal. The resulting
optimal dual variables represent a weight function defined on the
objects on which the constraints of the primal program are ex-
pressed and might violate a constraint of the dual. They are given
as parameters of pricing subproblems which seek such a violated
constraint of the dual problem as detailed below. If such a con-
straint exists, it corresponds to a variable (i.e. a column) that can
be added to the set of active variable in the primal. The duality
of linear programming states that solving again the primal with
the updated set of variables could produce a better solution. The
process loops until no such column exists. At this point, there is
a solution of the primal problem as well as a solution of the dual
problem since no constraint is violated. According to the theory
of duality, both solutions hence have the same objective value
which is the optimum of both the master and the dual problems.

5.3.1. Initialization
As said before, the first step is to carefully chose an initial set of

paths and rounds such that a feasible solution of the path/round
formulation exists. Let P0 be the set containing a shortest path
from each router to a gateway, and R0 ¼ ffeg; e 2 Eg be the set of
rounds containing each link of the network in a singleton. If one as-
sign the total demand

P
r2Vr

dr as the weight of each round contain-
ing a link in a path from P0, it ensures that there is enough capacity
to route the traffic along the paths from the nodes to the gateways.
Considering a current optimal solution so that objective (8) is opti-
mized, the resulting dual variables define weight functions on the
nodes and links of the network. We thus investigate the dual for-
mulation in order to define the separation programs generating
new paths and rounds.

5.3.2. Dual formulation
In our case, the dual of program (8) involves two constraints

corresponding to the path and round variables f(P) and w(R). Intro-
ducing the dual variables y(e),e 2 E for links associated with con-
straint (9), and xu,u 2 Vr for mesh routers associated with
constraint (10), the dual formulation consists in maximizing a vol-
ume-like mesure of the network,

P
r2Vr

drxr , under the following
path length and round weight constraints:
X

e2P

yðeÞP xOðPÞ; 8P 2 P ð11Þ

1 P
X

e2R

yðeÞ; 8R 2 R ð12Þ

where OðPÞ denotes the source node of path P.
The problem is now to determine if there exists paths and

rounds violating these constraints that could improve the value
of the objective function of the master program. The column gen-
eration process we use for the path/round formulation hence in-
volves two pricing subproblems.

5.3.3. Pricing subproblems
Given the dual link variables, the first subproblem aims at find-

ing a weighted path that violates the corresponding dual constraint
(11), that is, a path with associated weight lower than the dual var-
iable associated to its source node:

Definition 2. Given a weight function y : E! Rþ, the Minimum
Weighted Path Problem consists in finding a path P 2 P for wich
yðPÞ ¼

P
e2PyðeÞ is minimum.

Shortest path computation from the routers to the gateways al-
ways gives either the most violated constraint, hence a good can-
didate column to be added, or a proof that all constraints hold. If
relevant, i.e. if the reduced cost

P
e2PyðeÞ � xOðPÞ is negative, then

the path is added in the current set of variables of the master pro-
gram. Different algorithms based on multiflow formulations or
Dijkstra algorithms can be applied to generate new paths in poly-
nomial time [45]. Specific assumptions in terms of number of hops
or any kind of metrics on the generated paths can be specified to
constrain the set of eligible paths.

Similarly, with the same link weighting, the second pricing sub-
problem computes a round with total weight greater than 1, i.e.
violating constraint (12), and such that the total weight of the
round is maximized:

Definition 3. Given a weight function y : E! Rþ, the maximum
weighted round problem consists in finding a round R 2 R for wich
yðRÞ ¼

P
e2RyðeÞ is maximum.



Fig. 4. A generated random graph of 50 nodes and 4 gateways.

Table 2
Comparison of the formulations. Time resolution is greatly improved by the path/
round formulation.

Net. size # gtws Computation time (ms)

node/arc RSP path/round

10 1 4271 448
10 3 4069 512
20 1 107515 1147
20 2 103774 1386
20 5 105485 1055
30 1 713571 6684
50 1 20539940 8513
70 1 . . . 74516
100 1 . . . 448912
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Thus, a maximum weighted round generation either gives a
good candidate to add to the set of variables, or proves that no such
column exists. The second pricing subproblem associated to the
round generation can be formulated as an integer linear program
with binary variables y(e). If this cost is strictly greater than one,
the generated round is added to the set of variables. Constraints
of this problem define the structure of the rounds, therefore it fully
depends on the interference model chosen. We introduce variables
ze 2 {0,1} determining if link e is added to the new round or not.
For instance, using the generic interference model presented in
Section 3, the linear constraints of the second pricing subproblem
are the following:

ze þ ze0 6 1; 8e 2 E; e0 2 IðeÞ ð13Þ

Recall that IðeÞ corresponds to the set of links interfering with e. To
consider the SINR model, one has to replace constraint (13) by the
following ones, where Pu 2 [0,Pmax] is the transmitting power of
node u.

PuGðu;vÞP c � ðgþ
X

w;x–fu;vg
PwGðw; vÞzðw;xÞÞ

� ð1� zðu;vÞÞcjV jPmax;8ði; jÞ 2 E ð14Þ
X

e2CðiÞ
ze 6 1; 8i 2 V ð15Þ

In the case of a binary interference models, computing a maximum
weighted independent set of the conflict graph gives a candidate
round or certify that no constraint is violated. For instance, for the
commonly used binary distance-2 interference model depicted in
Fig. 3, the corresponding set of constraints that restricts only one
link to be active in any 2-neighborhood is:
X

e2CðuÞ[CðvÞ
ze 6 1; 8ðu; vÞ 2 E ð16Þ

Note that computing maximum weighted independent sets is NP-
hard in general graphs. However, an experimental observation dur-
ing simulations is that the weight functions induced by concentra-
tion of flow around the gateways, i.e. a flow going indifferently to
the set of gateways and not to a specific one, yields instances of
maximum weighted independent sets that are quickly solved. In-
deed, non zero dual variables are related to constraints that are
tight. The dual variables on which the rounds are computed are re-
lated to capacity constraints. The non zero values are hence located
at the bottlenecks of the network which are only around the gate-
ways if the topology of the network is dense enough.

Special QoS requirements can be easily added in the column
generation process, like limiting the number of hops in the paths,
or getting more fairness by selecting specific links in the rounds.

5.4. Numerical results

The former MILP, the path/round formulation, and the column
generation process have been implemented using the MASCOPT li-
brary developed by MASCOTTE team members [46], and solved using
ILOG CPLEX solver on a INTEL Core 2 2.4 GHz with 2 Gb of memory.
Tests have been realized on many instances like regular grids
(Manhattan like networks) or more general mesh topologies built
as follows. A set of n mesh points are deployed on a plane of length
1 and height 1/4, following a Poisson process. A transmission ra-
dius is fixed in order to get a connected graph with mean degree
d ¼maxð5; n

10Þ. Gateways are uniformly and randomly chosen
among the nodes. Other nodes becomes routers with a unitary de-
mand to send. We have generated topologies with 10 to 100 nodes.
For each topology, we have tested with 1 to n=d uniformly spread
gateways, where d is the mean node degree. In the last case, gate-
ways only communicate with their neighbors, in average. By nor-
malizing distances between the nodes in order to obtain a
transmission radius of 1, we obtain Poisson graphs of density n

10p.
Graphs are then locally dense, but, due to the rectangular property
of the plane considered, they stay spread (Fig. 4).

We consider both the binary distance-2 interference model in
which a transmission (u,v) competes with all transmissions within
a two-hop distance in the transmission graph G, and the Physical
model with SINR in wich additive interferences due to simultaneous
transmissions are taken into account. In the former case, a round is a
subset of links such that two links are at distance at least 3 in G. In the
latter case, a round is computed according to the constant parame-
ters given in [30]: Uniform power for mesh nodes P =
0.002425 mW, g = 10�11 mW, Guv = (d(u,v))�3, the SINR thresholds
c = {2.0,2.8,7.1,15.9} and correspondig data rates D = {1,2,4,8}
depending on the modulation schemes chosen.
5.4.1. Computation time
Computation times of different linear formulations are pre-

sented in Table 2. We obtain solution of the path/round formula-
tion for RWP for big topologies in a few seconds, while the
former node/arc mixed-integer formulation for the shortest sche-
dule problem RSP cannot handle networks larger than few tens
of nodes.

Since the node/arc formulation computes a full slotted link
scheduling over time, while the path/round formulation computes
a relaxed fractional round weighting, the optimal period length of
the latter is a lower bound of the former. As a matter of fact, in any
of our test instances, the relaxed period equals the optimal integral
one (up to rounding it up). This validate both our approach and the
formulation. Preliminary combinatorial results seem to prove this
observation up to a small constant in any case.
5.4.2. Capacity vs network size
In a data gathering environment with one gateway, previous

works have shown that the per-node capacity is decreasing linearly
with the network size [43]. Fig. 5 confirms this phenomenon with
several gateways and networks bigger than 20 nodes. We however
remark that, in the tested topologies, the computation of new
rounds does not take so much time. We think that the particularity
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Table 3
Capacity depending on the admissible rate.

Net. size # gtws Throughput ðD �
P

v2Vr
dv=OPTÞ given {c,D}

{2.0,1} {2.8,2} {7.1,4} {15.9,8}

20 1 0.56 1.08 2.07 4.16
25 1 1 2 3.56 4.8
25 4 3.6 6.51 9.37 15.24
40 1 0.71 1.79 2.79 3.22
49 1 1 2 3.48 5.19
49 4 3.74 5.86 9.64 14.14
50 1 1.76 3.07 4.15 6.33
50 2 2.48 5.49 7.68 9.3
50 4 3.39 6.77 8.76 10.52
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of the values of the dual multipliers, as well as some topology char-
acteristics, make the round computation faster than in usual cases.
Thus, complexity is not a major issue in the specific case of the
weight functions induced by the dual of a concentration flow on
the gateways. In particular, we make a deeper study on the values
of the dual multipliers and these specific localized characteristics
in the next section.
5.4.3. Capacity vs gateway density
Linear dependency between capacity and gateway density cor-

responds to an obvious upper bound, but interferences between
gateways could degrade performances. To study this phenomenon,
we have generated different random gateway placements for each
topology. Fig. 6 presents the mean gain obtained by adding new
gateways. Values are normalized by the rate obtained with one
gateway. Results show a linear gain in the number of gateways
with a gradient slightly lower than 1. The placement of the gate-
way is expected to have a strong impact on the network perfor-
mances. Simulations moderate this assertion. On one hand, when
gateways are too close from each other, simulations show that they
actually act as only one: interferences on the links around each
gateway merge them and prevent a simultaneous traffic gathering.
On the other hand, with a correct placement, even non optimized,
wireless mesh networks act efficiently. This phenomenon has been
identified using the two interference models considered.
5.4.4. Capacity vs SINR threshold
Table 3 presents the throughput obtained when considering the

different SINR thresholds and link data rates. In this case, each net-
work link has a transmission rate and increasing this transmission
rate enforces to increase the SINR threshold in order to keep a good
transmission quality. If the SINR threshold is more important, then
the number of simultaneously transmitting links becomes limited,
leading to rounds with fewer density. The optimum round weight-
ing is thus increased due to the limited spatial re-use. However, the
number of sent packets associated to each admissible rate is en-
ough to compensate this effect as presented in Table 3 for grid
and random wireless mesh networks.
5.4.5. Conjectured requirements for the gateway placement
We conjecture that there exists a minimum interspace between

the gateways, that is obviously necessary, but also sufficient, to an
efficient traffic flow. This thickness is expected to be explicitly com-
puted on regular topologies, and estimated with binary interfer-
ence models. Preliminary results have shown, on a grid topology
with two gateways placed at different distance from each other,
from the center to two opposite corners of the grid (see Fig. 7), that
the capacity decreases when the gateways are too close either from
the border or from each other.
5.5. Further improvements

The path/round formulation presented in Section 5 introduces
new assumptions regarding localized properties in wireless mesh
networks. An optimization using localized information around
the gateways seems to be a necessary condition, or even sufficient,
to guarantee the maximum capacity in the network. The analysis of
these assumptions are the main topic of the next section.

We therefore provide a new cut/round formulation that do not
consider the routing and focus on the transport capacity available
on the network cuts. A primal/dual algorithm is then derived to
solve this formulation using a cross cut and column generation
process. Simulations and duality theory highlight that the WMN
capacity is only constrained on some bounded region in the net-
work and confirm our previous assessment on the gateway place-
ment. Finally, an improvement presented in Section 6.4.2 makes
the practical computation time depends only on the density of
nodes and gateways.
6. Optimization using local information

One can remark that, given a round weighting w, the routing
problem can be reduced to a maximum flow problem with a single
pair (source, destination) by a transformation of the transmission
graph G into a modified graph (G0,w) depicted in Fig. 8 and defined
in the following:
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Definition 4 (Associated Graph (G0,w)). Let G0 = (V0,E0) be the graph
constructed from transmission graph G and induced link capacity
Cw in the following:
� A super source vS is added with incident links (vS,r) for every
router r of Vr with capacity dr.
� A sink node vD is added with incident links (g,vD) for every gate-

way g of Vg with infinite capacity.
� Every link e of E has capacity Cw(e).

Thus V0 = V [ {vS,vD} and E0 = E [ {(vS, r),"r 2 Vr} [ {(g,vD),"g 2 Vg}.
This modification allows to use the well-known max flow/min

cut theorem from graph theory, linear programming and duality
theory. Recalling that the maximum flow of a graph equals the
capacity of its minimum cut gives us the opportunity to consider
only a cut covering problem instead of the routing.

Constraints of the path/round formulation are thus respected if
and only if the minimum (vS,vD)-cut in G0 has a weight greater thanP

v2Vr
dv , the total traffic that has to be carried to the gateways. This

leads to a new linear programming formulation described in the
next subsection.

6.1. The cut/round formulation

The duality theory of linear programming has shown that one
can compute the value of a maximum flow using a minimum cut
problem. In the following, we extend this poperty to the RWP
and develop a new linear formulation of the problem focusing on
the network transport capacity.

In the following, we call S � 2V the set of cuts of G isolating the
gateways: A cut S 2 S is a subset of nodes of V excluding the
gateways (see Fig. 9). The border of S, denoted ðS; SÞ, is the set of
links connecting a node of S to a node of the complementary set
S ¼ V n S. We thus define the cut traffic dS ¼

P
v2Sdv to be the traffic

that must cross its border. In the same way, a cut capacity Cw(S) is
induced by the weight function w on the links and is defined by
CwðSÞ ¼

P
e2ðS;SÞCwðeÞ. If we recall the definition of the induced

capacity Cw(e), one can obtain the following relation:
CwðSÞ ¼

P
R2RdðR; SÞwðRÞ, where dðR; SÞ ¼ jR \ ðS; SÞj represents

how many times a round R covers S’s border.
From that point, ensuring a sufficient network capacity to carry

the flow consists in covering the network cuts of S by the rounds.
Then, the max flow/min cut theorem ensures an optimal solution
to correspond to a feasible routing in the network satisfying router
demands (cf theorem and proof in the next section). We now de-
rive from these statements a formulation of the cut covering
problem:

min
X

R2R
wðRÞ ð17Þ

X

R2R
dðR; SÞwðRÞP dS; 8S 2 S ð18Þ
6.2. Equivalence proof

Linear program (17)-(18) computes an optimal round weighting
such that every cut capacity is greater than the traffic of the cut
that has to cross its border. The following Theorem 1 ensures that
the induced cut capacities are necessary and sufficient to validate
the existence of a feasible routing in the network.

Theorem 1. Formulations path/round and cut/round compute equiv-
alent optimal round weightings.
Proof. Let w1 be a feasible weighting of the path/round program,
and U a feasible flow in G according to the link capacities induced
by w1. Since U is feasible, we know that

P
P2Pv

UðPÞ ¼ dv for each
router v. Thus, if we pick a cut S in G that isolates the gateways,
flow conservation on each path P of Pr going from r to a gateway
ensures that P contains a link of the border ðS; SÞ. This gives:



Current set of 
    variables

 RESOLUTION OF THE
   MASTER PROGRAM
               (2) 

  Does a round violate
   a constraint of (3) ? 

Input

  Get reduced
  costs (var p(S)) 

YES

NO

Add a new 
column 

(var w(R)) 

   Does a cut violate 
  a constraint of (2) ? 

YES
       Add a 
     new line 
 (constr for S) 

 RESOLUTION OF THE
   MASTER PROGRAM
               (2) 

Input

  Get round 
  weights 
  (var w(R)) 

  Get round 
  weights 
  (var w(R)) 

   Does a cut violate 
  a constraint of (2) ? 

 OPTIMAL 
SOLUTION

NO

Current set of 
  constraints

NO
    Get 
 reduced
   costs 
(var p(S)) 

YES
 Add a 
 new line 
 (constr for S) 

Fig. 10. The cross cut and column generation process.

C. Caillouet et al. / Computer Communications 34 (2011) 1645–1659 1655
Cw1 ðSÞ ¼
X

e2ðS;SÞ

Cw1 ðeÞP
X

e2ðS;SÞ

X

P2P;e2P

UðPÞP
X

v2S

dv

using satisfied capacity constraints (9). By injecting w1 in the cut/
round program, we obtain a feasible solution since

8S;
X

R2R
dðR; SÞw1ðRÞ ¼ Cw1 ðSÞP dS:

That is, the cut capacity is large enough to allow its traffic to cross
its border.

In particular, an optimal solution of the first program is an
upper bound of the solutions of the second program.

Conversely, let w2 be a feasible solution of the cut/round
program. Then a minimum (vS,vD)-cut S⁄ (according to its capacity)
in the graph (G0,w2) can be linked to a unique cut S in G such that
S⁄ = {vS} [ S and ðS�; S�Þ ¼ fðvS; vÞ;v 2 Sg [ ðS; SÞ.

One can remark that the gateways cannot be in S since there
would be some links (g,vD) in S⁄. As S⁄ is a minimum cut, it cannot
contain links with infinite capacity.S⁄ capacity is now expressed
by:

Cw2 ðS
�Þ ¼

X

v2S

Cw2 ððvS;vÞÞ þ
X

e2ðS;SÞ

Cw2 ðeÞ:

And thus Cw2 ðS
�Þ ¼

P
v2Sdv þ Cw2 ðSÞ.

The corresponding constraint (18) thus ensures that Cw2 ðSÞP
dS ¼

P
v2Sdv . Then Cw2 ðS

�ÞP
P

v2Vr
dv and the max flow/min cut

theorem guarantee the presence of a feasible flow in (G0,w2) with
value

P
v2Vr

dv , that is, a feasible solution of the path/round
program. In particular, optimal solutions of the cut/round program
upper bound the solutions of the path/round program, which
completes our proof. h

From a round weighting solution w, one can construct the asso-
ciated graph (G0,w) and compute a maximum flow of value

P
v2Vr

dv

from the super source vS to the sink node vD. The Ford and
Fulkerson algorithm, or the push/relabel algorithm introduced by
Goldberg and Tarjan [47] allows to find the set of paths from each
router to the gateways in polynomial time.

6.3. Cross cut and column generation process

In this cut/round formulation, we deal not only with an expo-
nential number of variables (one for each round), but also with
an exponential number of constraints (one for each cut). The corre-
sponding method to avoid the complete enumeration of the con-
straints is the cut generation. To solve the new cut/round
formulation, we have to combine cross cut and column generation.
This leads to a primal–dual algorithm described in the following.

The process starts as previously with a small subset of variables
and constraints. From an optimal solution of the master problem
(17)-(18) with restricted sets of rounds and cuts, the process seeks
to generate new rows (cuts) or columns (rounds) to add to the for-
mulation in order to improve the solution. A new cut is found
when a constraint is violated, and a new column corresponds to
a variable with value zero that we want to change, i.e. a variable
violating a dual constraint (Fig. 10).

In the cut/round formulation, a constraint is violated if a cut
capacity is too weak to support its own outgoing traffic, i.e. ifP

R2RdðR; SÞwðRÞ < dS for a given solution w. This inequality can
be rewritten as

P
e2ðS;SÞCwðeÞ �

P
v2Sdv < 0. As done in the previous

section, let us project this equation on the associated graph (G0,w)
with S⁄ = {vS} [ S and ðS�; S�Þ ¼ fðvS;vÞ; v 2 Sg [ ðS; SÞ. The capacity
of the edges (vs,v) is Cw(vs,v) = dv.

The equation becomes
P

e2ðS�;S�ÞCwðeÞ �
P

v2V dv < 0, i.e.
P

e2ðS�;S�Þ
CwðeÞ <

P
v2V dv . Row generation is hence computed by a minimum

cut algorithm in the weighted graph (G0,w): if the capacity of the
minimum cut of G0 is greater than its traffic, then all constraints of
the primal holds. Otherwise, the minimum cut algorithm gives a can-
didate to add to the current set of constraints.

The separation program for the cut generation aim to compute
new lines that could improve the solution of the problem. For sake
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of simplicity we choose to compute an integer linear program
whose formulation is expressed on the transmission graph G even
though is computes the minimal cut of G0. Given the actual optimal
weights w, y(e) is a binary variable saying if link e is in the cut’s
border, and x(v) is another binary variable representing the node’s
selection to be in the cut.

min
X

e2E

CwðeÞyðeÞ �
X

v2Vr

dvxðvÞ ð19Þ

xðuÞ � xðvÞ 6 yððu;vÞÞ; 8ðu;vÞ 2 E ð20Þ

xðvÞ ¼ 0 8v 2 Vg ð21Þ

In order to find violated constraints of the cut/round program, the
objective seeks to minimize the difference between the capacity
of the cut, i.e. the sum of the capacity of the links in its border,
and the traffic of the cut, i.e. the sum of the traffic of each node in
the cut. Constraints say that the gateways cannot be selected in
the cut, and that a link has to be counted in the border if its source
node is in the cut and its destination node is not.

Surprisingly, this ILP runs fast and gives the optimal solution
quasi instantly. We will see later that simulations give a hint that
complexity is not a major issue in the specific case of the round
weighting.

The Linear Program presented below is the dual formulation of
the cut/round formulation. It corresponds to a round packing by
cuts balanced with p(S). Each round capacity is less than or equal
to 1 and the objective is to maximize a profit based on cut traffic.
In other words, a constraint is not satisfied if a round has an in-
duced cost greater than 1. Generate a column of the master pro-
gram is done by identifying a violated constraint of this dual
program when p(S) is given by the reduced costs of the current
solution.

max
X

S2S
pðSÞdS ð22Þ

X

S2S
dðR; SÞpðSÞ 6 1; 8R 2 R ð23Þ

The pricing subproblem is the same as in the path/ round genera-
tion: Maximize the round weight, i.e. the sum of the weights of
the links in the round, given the actual induced costs p:
max

P
e2Eð
P

S2S;e2ðS;SÞpðSÞÞyðeÞ.
The cross cut and column generation process is translated into a

primal–dual algorithm described in the Algorithm 1, that works as
follows. The algorithm starts with the simplest cut of the transmis-
sion graph G isolating the gateways, i.e. the set S0 ¼ fS0 ¼ Vrg
containing all the mesh routers, and a set of rounds containing
the singletons R0 ¼ ffeg; e 2 Eg. The cut/round program computes
the cut covering by the rounds, leading to a current local optimal
solution. Also, a feasible solution always exists with S0 and R0

since all links (r,g) between each router r 2 Vr and a gateway g 2 Vg

forming the border of S0 can be activated dr times. Then one checks
if all the cuts of G are covered by the rounds, otherwise the row
generation is processed to add the non-covered cuts to the set of
constraints. This process is repeated until no such rounds and cuts
exist. Then, the separation/optimization theorem [48] ensures that
we have found the optimal solution.

Algorithm 1. Primal–Dual Algorithm for RWP in WMNs.
Require network graph G
Ensure a round weighting in G

S  fS0 ¼ Vrg
R ffeg;8e 2 Eg
Solve formulation (17) and (18)
Rnew  Get violating rounds:

fR; s:t: 1 <
P

S2SdðR; SÞpðSÞg
Snew  Get violating cuts:

fS; s:t: dS >
P

R2RdðR; SÞwðRÞg
while ðRnew – ;Þ jj ðSnew – ;Þdo

while ðRnew – ;Þdo
R R [ fRnewg
Solve formulation (17) and (18)
Rnew  Get violating rounds

end while
Snew  Get violating cuts
while ðSnew – ;Þdo

S  S [ fSnewg
Solve formulation (17) and (18)
Snew  Get violating cuts

endwhile
Rnew  Get violating rounds

end while
return w.
6.4. Numerical results

This approach has also been validated through extensive simu-
lations using the MASCOPT library and ILOG/IBM CPLEX solver on a INTEL

Core 2 2.4 GHz with 2 Gb of memory. The simulation run validate
our approach as it confirms existing results on the wireless net-
work capacity.

The cut and column generation primal–dual algorithm quickly
solves our round weighting instances: From tenth of seconds to a
few minutes for topologies of size 10 to 80 nodes, and even for
topologies with more than 100 nodes with the binary interference
model. On one hand, it allows to solve large-scale instances to opti-
mality. On the other hand, the computational time is roughly the
same as the path/round formulation with flows [44]: Sub-linear
in the network size and linear in the gateways density.

Moreover, one can see in Fig. 11 that the number of generated
rounds is decreased in comparison to the existing formulation with
flows. This is interesting when considering more sophisticated
interference models like SINR power-based models. This is also
better since the pricing subproblem generating new rounds is an
ILP related to the maximum independent set problem which is
known to be NP-hard in general graphs, even if in practical the
round generation is very fast. A more detailed look on the results
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Fig. 12. A small number of cuts is enough to find the optimal solution of grid networks.
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show that generating the rounds is sub-linear in the network size,
but almost linear in the gateways density.

In Section 5.4, we have conjectured that there exists a minimum
interspace between the gateways, that is obviously necessary, but
also sufficient, to an efficient traffic flow. We thus use the struc-
tural properties of the cut formulation to empirically highlight this
thickness, which is also denoted bottleneck area and pointed out in
other researches [49,50].

6.4.1. Highlighting the bottleneck area
In grid topologies, previous researches have shown exact

bounds of RWP in the case of one gateway located at the center
or at the corner of a grid [49]. In the proof, authors use the primal
and dual multiplier values to show that only the 2-neighborhood of
the gateway matters.

In our study, we say that a cut is active if it has a strictly positive
reduced cost, following that its corresponding constraint in the
program Eq. (2) is tight. A first result with our method on the grid
show that all the active cuts are located in the 2-neighborhood of
the gateways (Fig. 12) with the distance-2 interference model.
Our results really highlight the area bounding the solution, con-
firming the work of [49] and generalizing it on other topologies
and with several gateways.

Since the SINR model is not a symmetric interference model as
the distance-2 model, the structure of the rounds generated cannot
be the same. Consequently, in grid topologies with one gateway lo-
cated in the centre, when c = 2.0 or 2.8, it is possible to simulta-
neously activate a link incident to the gateway with another link
incident to a neighbour of the gateway. The traffic can therefore
be continuously sent to the gateway without loss, leading to an
optimal value equals to the total network demand, and only one
active cut in the optimal solution (the initial cut C0 = {Vr}). Increas-
ing the SINR threshold has the effect of reducing the density of the
rounds, as already discussed in Section 5.4. Therefore, we obtain
two active cuts (as depicted in Fig. 12(a)) when SINR threshold is
7.1, when the rounds density is roughly the same as the one with
the distance-2 interference model.

6.4.2. Improving the performances
In order to identify this bottleneck area, we do the following

process. Given an integer k as input, the algorithm only changes
in the separation problems of the cross cut and column generation
process in which new cuts and rounds are generated. We forces the
program to only compute rounds whose links are located in the k-
neighborhood of a gateway. Similarly, cuts must have the following
property: Their border, i.e. the set of links going from a vertex in
the cut to a vertex outside it, is in the k-neighborhood of the
gateways.

Depending on the value of k, the optimum obtained is lower or
equal to the optimal one found on the entire graph: OPT1 6 OPT2 6

� � � 6 OPTk 6� � �6 OPT. Indeed, the set of cuts considered, i.e. the
constraints of the problem, is limited. Therefore, either we have en-
ough constraints and we find the same result as in the original
problem, or the problem is sub-constrained and the optimal is less
than the optimal solution of the original minimization problem.



Table 4
Comparison between the computation time (ms) of the different formulations

Topology Net. size # gtws node/arc path/round cut/round cut/round improved

Grid 5 � 5 1 4359879 1205 2728 452
Grid 7 � 7 1 31045708 9512 3210 641
Random 50 1 20539940 38756 49413 2744
Random 100 1 . . . 448912 166722 8505
Random 100 9 . . . 7512539 2146999 619959
Grid 15 � 15 1 . . . 56248 131919 2043
Grid 15 � 15 4 . . . 316213 423332 2259
Grid n � n 1 center – – – A few seconds

Or 4 corners
Random n n

d – – – A minute/gtw
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We solved the problem to optimality for k = 1, . . . ,5 on hundreds
of topologies, both using the distance-2 and the SINR interference
models. Some results are depicted in Fig. 13(a) for grid topologies.
More generally, Fig. 13(b) presents the percentage of networks
solved to optimality in function of the value of k with the binary
interference model. One can remark that optimal solutions are
mostly solved when k = 2 or 3, and all optimal solutions have been
reached when k = 4. Actually, the cases when OPT1 = OPT happen
when the number of gateways is big in comparison to the network
size, e.g. the 1-neighborhood of the gateways contains all the
nodes. On the contrary, networks where OPT3 < OPT have a size big-
ger than 70 nodes in which the node connectivity is really weak
around the gateways.
7. Conclusion

In this work, we have presented a cross-layer method for opti-
mization problems arising on Internet-providing wireless mesh
networks. We have developed exact formulations using integer lin-
ear programming and their relaxation that are solved using sophis-
ticated processes like column and cut generation. This approach
allows to compute solutions for large scale networks and study
the capacity offered to clients upon different parameters. The effi-
ciency of the different formulations is depicted in Table 4 where
we present the computation time of each method to compute the
optimal solution of the joint routing and scheduling problem in
WMNs.

Primary simulations highlight the fact that tightly optimizing
the mesh gateway placement seems to be irrelevant. A critical area
centered at the gateways beyond which the problem can be
roughly solved. These remarks can have an impact on the capacity
of wireless mesh networks as much as on the complexity of their
design.

Then, we have presented a new formulation for the round
weighting problem that forgets the routing to focus on the capacity
available on the network cuts. This yields a primal–dual algorithm
combining cross column and cut generation that uses a joint cut
and column generation process to deal with large scale instances.
This cut/round formulation has been validated from the path/
round formulation of RWP by proving the equality of the optimal
solutions. Moreover, we conjecture that the proposed algorithm
generates a number of cuts and rounds which is polynomial in
the number of nodes. Proving that result would be a major step to-
ward stating a fixed parameter tractable complexity of the optimi-
zation of the network, which means polynomial in the number of
nodes but exponential in a (hopefully small) parameter such as
the density of the nodes or the mean distance between admissible
concurrent transmissions.

An asset of the cut/round formulation is to point out a bounded
region, a ‘‘bottleneck’’ of the network, that is enough to optimize in
order to get the optimal solution of the round weighting problem
of the whole network. The location of these bottlenecks around
the gateways are due to several factors. Obviously, the network
connectivity has to be large enough. A power control functionality
may also have an impact on these gateways. On the other hand, the
major cause of these bottlenecks are the concentration of the traffic
on the gateways and the importance of distance in the interference
models. As a future work we would like to analyse the impact of
power assignment in wireless mesh networks on the size and loca-
tion of the bottlenecks. This would be interesting in order to allow
a better link density in the region of the network where more
capacity is needed, namely the bottleneck region.

This approach is very useful for practical use. Actually, one can
deploy a network that is carefully optimized in a bounded area
containing the gateways. In this area, a conflict-free link schedul-
ing is carried out optimally by each gateway for its neighborhood.
Then, one can combine approximation algorithms like distributed
routing algorithms outside the area that spread the traffic among
the mesh routers and bring it correctly to the contention area with-
out degrading the achieved capacity.
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