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Abstract— In upcoming very high-speed WLANSs the physical
layer (PHY) rate may reach 600 Mbps. To achieve high effi-
ciency at the medium access control (MAC) layer, we identify
fundamental properties that must be satisfied by any CSMA/CA
based MAC layer and develop a novel scheme called Aggregatio
with Fragment Retransmission (AFR). In the AFR scheme,
multiple packets are aggregated into and transmitted in a gigle
large frame. If errors happen during the transmission, only
the corrupted fragments of the large frame are retransmitted.
An analytic model is developed to evaluate the throughput
and delay performance of AFR over a noisy channel, and to
compare AFR with competing schemes in the literature. Optinal

frame and fragment sizes are calculated using this model.

Transmission delays are minimised by using a zero-waiting
mechanism where frames are transmitted immediately once &
MAC wins a transmission opportunity. We prove that zero-
waiting can achieve maximum throughput. As a complement to
the theoretical analysis, we investigate by simulations #himpact
of AFR on the performance of realistic application traffic with

of the MAC frame payload, overhead such as PHY headers
and contention time typically do not decrease at the sanee rat
and thus begin to dominate frame transmission times. This
behaviour is illustrated in Figure 1, where it can be seeh tha
even under best case conditions the MAC efficiency falls from
42% at a PHY rate of 54Mbps to only 10% at 432Mbps.

The problem here is a fundamental one for MAC design,
namely that due to cross-layer interactions the througbput
the current 802.11 MAC does not scale well with increasing
PHY rates. With continuing improvements in PHY technology
and demand for higher throughput, the MAC scaling behaviour
is of key importance.

While the current focus of 802.11n activity is on achieving
100Mbps throughput at the MAC layer, still higher target
data rates can be expected in the future. To avoid repeated
MAC redesigns, one basic question that we seek to answer is

diverse requirements. We have implemented the AFR scheme in whether it is feasible to extend the 802.11 MAC to maintain

the NS-2 simulator and present detailed results for TCP, VoIP
and HDTV traffic.

high throughput efficiency regardless of PHY rates. We answe

802.11n working group work. The analysis presented here is properties that must be satisfied by any CSMA/CA based MAC
general enough to be extended to the proposed scheme in thelayer and develop a novel scheme called Aggregation with

upcoming 802.11n standard. Trends indicated by our simulabn
results should extend to any well-designed aggregation seme.

Index Terms— Medium access control (MAC), Wireless LAN
(WLAN), IEEE 802.11, IEEE 802.11n.

I. INTRODUCTION

Wireless LANs based on 802.11 technology are becomif
increasingly ubiquitous. With the aim of supporting richlmu p

timedia applications such as high-definition televisio{FY,

Fragment Retransmission (AFR) that exhibits these prigzert

In the AFR scheme, multiple packets are aggregated into and
transmitted in a single large frarelf errors occur during
transmission, only the corrupted fragments of the frame are
retransmitted. In this scheme, a new delimitation mectmanis
allows for higher throughput with less overhead compared to
evious designs. We study a fragmentation technique where
ckets longer than a threshold are divided into fragments
before being aggregated. An analytic model is developed to

20Mbps) and DVD (9.8Mbps), the technology trend is towaroesvaluate the throughput and delay of AFR over noisy channels

increasingly higher bandwidths. Some recent 802.11n |<1}mp8l
als seek to support PHY rates of up to 600 Mbps ([4], [6], [7
[40]). However, higher PHY rates do not necessarily traesla
into corresponding increases in MAC layer throughput. &tje
it is well known that the MAC efficiency of 802.11 typically
decreases with increasing PHY rate [9], [41]. The reason
that while increasing PHY rates lead to faster transmissi
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nd to compare AFR with competing schemes. Optimal frame
nd fragment sizes are calculated using this model, and an
lgorithm for dividing packets into near-optimal fragmeig
designed.

A second question we seek to answer is whether higher
transmission delays are an unavoidable result of usingeaggr

gation to achieve high throughput. In particular, is addiél

delay necessarily introduced (i) by the need to wait until
sufficient packets arrive to allow a large frame to be formed
and (ii) for transmission of a large frame? We answer this
qguestion in the negative. Specifically, we propose a zero-
waiting mechanism where frames are transmitted immedgiatel
once the MAC wins a transmission opportunity. In a zero-

1We define gacketas what MAC receives from the upper layeframeas
what MAC transfers to the PHY layer, andfragmentas part(s) of a frame.



n Number of STAs . mac .
M Number of packets in a frame PHY header, the timd} 7 to transmit t_he MAC header, t_he
m Number of fragments in a frame CSMA/CA backoff timeTow, and the timeT, .. to transmit
jn}’ (N:unlbetr. of iragments in a packet a MAC ACK (Notation is listed in Table I).

CcwW ontention tume . .
Terrs | Time duration of SIFS In order to clarify the |m_p_act caused by the overhead, we
Tprrs | Time duration of DIFS define MAC throughput efficiency as:
Tock Overhead for transmitting an ACK frarhe
Tgrrs | Time duration of EIF8 y = i )
TP Time duration to transmit the PHY headers of one frame T,+ 1%,
Tymee Time duration to transmit the MAC headers of one frame h is the ti ired hvsicall . K
T,{(}f” Time duration to transmit the fragment headers of one framé/y ereT), is the time required to p ys}ica y ransmit a packet
Ty Time duration to transmit one packet (i.e., the frame payload), aritl, = T7,Y + 1,72 + Tew +
?]; (T)'mehdugt;ontto ”an,ftf_“'t payload Eftone frame T..r as just explained above. As the PHY raeincreases,

9 verneac for ransmiing one packe for a fixed packet sizé,, the timeT}, = L, /R to transmit the
T, Overhead for transmitting payload of one frame

Propagation delay packet payload decreases.TIf, does not also decrease then

o PHY layer time slot the efficiencyn — 0 asR — oc.
éf Egé’:ggdsfz';e(t');tg;‘)e frame (bytes) As the PHY rate increases, the contention tifigy does
L?mg Fragment size (bytes) not _decrease to_wards zero due to thg co_nstraints_ placedeon th
L1 Fragment header size (bytes) minimum slot size by clock synchronisation requirements an

Lyar® | Aggregate size of all MAC headers in one frame (bytes) | on DIFS by the need for backward compatibility. Similarly,
Lyq,” | Aggregate size of all fragment headers in one frame (bytes)he gyration of the PHY header is not expected to decrease
Lpcs FCS size (bytes) . . . [
with increasing PHY rate owing to backward compatibility
TABLE | and PHY-layer channel equalisation requirements [4]. Tdsis
NOTATION USED IN THIS PAPER the PHY rate is increased, the time to transmit a frame qyickl
becomes dominated by the fixed overheads associated with the
AT,k = Tsips + TPV + TP 4 Tprpg, whereT”'¢ denotes the timePHY header, contention time etc. Much work has been done
duration to transmit an ACK frame. Note that we defifig.,. in this way for to minimise the contention time component of the overhead by
“OgaTt'O” brfﬁ"‘j{- regulating the randomized backoff process (e.g., [13] [32])
BIES = Tack to reduce the number of collisions and idle slots. However, i
very high-speed networks, the MAC throughput efficiency is

waiting aggregation scheme, the frame sizes adapt automStti|" intolerable even without these problems. For exampie
' .ﬁlustrate in Fig. 1(a) the efficiency in the ideal case where

cally to the PHY rate and channel state, thereby MaxIMISIle channel is perfect with neither collisions nor errorg][4

the thrOUthu.t efflcllency Wh'!e minimising the holding dela hence the overhead of the backoff process is minimisednit ca
Thirdly, we investigate by simulations the impact of AFR on

- L L be seen that the efficiency decreases dramatically as the PHY
the performance of realistic applications with diverse deds ; . .
. rate increases. In a 216Mbps WLAN, the efficiency is only
— for this we followed the 802.11n usage model [8]. VV%\lbout 20%. When PHY data-rate increases to 432Mbps, the
implemented the AFR scheme in the network simulN&-2 > PS,

and present detailed results for TCP, VoIP and HDTV traf“fiéa.ffICIenCy decreases to around%.

Results suggest that AFR is a promising MAC technique
for very high-speed WLANs. Moreover, AFR is particularly8. Burst ACK and Block ACK

effective for rich multimedia services with high data rates The Burst ACK (e.g., [36] [33] and [32]) and Block ACK
and large packet sizes, which is a key application in fUtuES.g., (3], [41]) scher.ne”s have been proposed in the liteaty

WLANS. . . . for improving efficiency. Burst ACK performs the backoff
The remainder of the paper is organized as follows. SeCt'BPocess once for a series of data and ACK frames (See Fig. 6

::Idtﬁta':cs tZe mOt;V?t'on of :.h's moik' Wet |kcjient|f¥_ 'P 368['0 for details), while Block ACK goes one step further by using
€ fundamental properties that must be satistied by a single ACK frame for multiple data frames (Fig. 6), thus

aggregation scheme, and introduce in Section IV the A Sducing the number of ACKs and SIFS

sche.me. A theoretical angly5|s.|s given in Sect|on. V while In both schemes, the backoff tinTéyy is incurred once for
Section VI presents detailed simulation results. Finallg w . . .
summarise our conclusions in Section VIl M packet transmissions, wheké is the size of a packet burst.
u : u ust ! : ' With Burst ACK, the per packet overhead is approximately
TP, = TPWY 4 TP+ Tow /M +T,er,, while for Block ACK it
Il. MOTIVATION is TP = TP+ Tmac Toyw /M+Ther,/M. It can be seen that
A. DCF and lts Inefficiency the contention overhedfi-yy and MAC ACK overhead, .

Transmission of a frame inevitably carries an overfead' © amort_ized over ml.”ﬁple packets by these two schemes,
which we can consider as additional tin¥),. In 802.11 therefore improving efficiency.

; ; ; : However, the per packet PHY header overh&&# and the
the overhead includes the tlrﬂej’hy required to transmit the .
ar €4 MAC header overhead;”2¢ are left untouched. According to

2|n the DCF scheme, there is only one packet in each frame,espabket the proposal 802.11n [4] for the future WLANS, it is Iikely
size and the payload size of one frame are the same. to take at leasti4us to transmit a PHY header (antBpus
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Fig. 1. (a) Legacy DCF efficiency in the ideal case with a 189t frame size. The x-axis represents the PHY data ratey¥hes represents the ratio of
the ideal throughput to the PHY rate. (b) Large frames trassion in DCF where PHY rate is 54 Mbps. (c) MAC and PHY pararseused.

when two antenna radios are used [4]). For comparison, ttiere are other activities in the 802.11n standard working
transmission duration of a 1024-byte frame at a PHY rate gfoup on this topic (e.g., [4], [6], [7]). These support dami
216Mbs is40us, and at 432Mbs i20us. As the PHY rate functionalities to our scheme, with a specidgélimiter for

is increased, the time to transmit a frame quickly becomé&scating each fragment in a frame. Other related work inetud
dominated by PHY headers, the throughput efficiency rapidilgat of Ji et al. [21] where an aggregation technique is used
decreases and efforts to increase the system capacityyputel solve an unfairness problem in WLANSs. Ji et al. suggest
by increasing the data rate are thus of limited effectiveneemoving the DIFS, SIFS and backoffs before a series of

even when Burst ACK or Block ACK are employed. packets, transmitting the packets together in a large Pil&rla
frame. However, a small PHY headéef:s) is used to identify
C. Aggregation Schemes each packet within a frame. In [17], a two-level (one at MAC,

Aggregation schemes seek to amortize the PHY hea@é]o.ther at_ P.HY) aggregation scheme is proposed that uses a
overhead across multiple packets. This is achieved byriians Similar delimiter to that in the TGn Sync proposal [4].
ting multiple packets in a single large frame. However, ¢her
is a traditional dislike for transmitting large frames inreless D. Open Questions
networks since in a noisy channel (e.@EFR > 107°),  ajhough aggregation is not a new idea, many fundamental
the throughput can fall as larger frames are used [23]. V&%estions remain open:
illustrate this in Fig. 1(b). However, we note that in tréafital
retransmission schemes a whole frame is retransmitted evef
if only one bit is lost. This raises the question of whether it
is possible to retransmit only the erroneous part(s) of méra
— if properly designed, such partial retransmission cowd b
expected to improve performance. This is a key motivation of
the work presented here.

Although this idea seems simple at first glance, it is acyuall
a radical challenge for PHY and MAC technology. From the *
PHY viewpoint, the traditional small-packet rule does nolch
any more. The PHY layer has to transmit very large frames,
and has to continue decoding even if the BER exceeds somé
previously unacceptable value. Under these conditions, th L o .
size of the largest practical frame is still unknown [4]. Fro ° How d(_)es p_acket aggregation _|mpact application traffic,
the MAC viewpoint, any retransmission scheme carries an e.g. voice, video and data tr_afnc._ _
associated signalling overhead and hence a trade-ofeebest Ve address these open questions in this paper.
tween system efficiency and the granularity of retransioissi
Moreover, since real traffic is typically bursty/on-off imture, I1l. FUNDAMENTAL CONSIDERATIONS

this raises questions as to the optimal policy for aggregati e highlight in this section the basic requirements that
packets into frames, for example how long should the MAG st be respected by any aggregation scheme that seeks to
wait for sufficient packets to arrive to form a large frame. 3intain high throughput efficiency as PHY rates increase,

Our previous work on aggregation schemes resulted inadq introduce the zero-waiting approach to aggregation.
proposal for the forthcoming IEEE 802.11n standard. In [5],

[25] we proposed to aggregate multiple packets into a single o

large frame and, should an error occur, the damaged pacKets! hroughput Efficiency

are retransmitted. The present paper substantially extdnisl  The basic requirement for high efficiency is to aggregate
previous work, see Section II-D. In parallel with our workpackets into large frames so as to spread the cost of fixed

How do we aggregate packets? The frames we want are
larger than a typical packet. If the packets from the upper
layer are large and arrive rapidly, then aggregation is
simple. If not, should a timing mechanism be used to wait
for sufficient packets to arrive to form a large frame? If
so, how long do we wait to maximise throughput while
minimising delay?

What is an appropriate transmission and retransmission
unit? Should very large packets be divided for retrans-
mission?

A suitable analysis of aggregation throughput and delay
performance is missing.



overheads across multiple packets. To reduce the overh&ada small m’, such large fragments are more likely to
associated with transmission errors, each frame is subedlv be corrupted, we have therefore small and larger. On
into fragments, with packets that exceed the fragment sze bhe other hand, when a packet is divided into many small
ing divided. Fragments are the unit used in the retransarissifragments, corresponding to use of a largg the probability
logic, i.e., damaged fragments are retransmitted ratlertiie of a fragment being corrupted is low and we have largeut
entire frame. smallr. To achieve high efficiency, we study in Section V-D a
The time to transmit a packet 5, = L,,/R, whereL, is fragmentation technique where packets with sizes excgexin
the packet size ang is the PHY rate. Hence, theger packet threshold are divided into fragments to deal with the trdideo

throughput efficiency is betweenm’ andr.
_ T, _ LR X )
My = T, +Th — L,/R+TF @ B. Zero-waiting

When packets are large and arrive rapidly from the upper
layer, it is straightforward for the MAC layer to assemblegh

> . S p . into large frames. However, it is also common for packets to
packet overhead,), also scales wittl/ . Consideringly), in arrive more slowly or in bursts (e.g., packets from a VoIP

more detail, we can typically decompose it mto_th(_a fOIICJgVmstream, video traffic, web traffic etc). One approach is tleen t
elements (where denotes the number of transmissions before

. . consider waiting at the MAC until sufficient packets arrige t
all fragments from this packet are transmitted successfarid . . .
T . ) form the desired size of frame. However, it turns out thativhe
other notation is listed in Table I):

the scaling conditions in Section Il are satisfied, fundame
(TPNY + Tynee + T4 + Tow + Tac) -7 tally there is no need to wait for packets to accumulate and it
M ®) is sufficient instead to simply start a transmission wheneve
the MAC wins a transmission opportunity. In this case a
frame is formed by aggregating the currently queued packets
Evidently, such a policy minimises holding delay at the MAC
layer. We show that this opportunistic aggregation polispa
maximises network throughput where feasible.
: . We first characterise the maximum achievable efficiency and
» Since there is only one MAC header and one AC't<he maximum throughput that any aggregation MAC scheme

Ferdframe£ ;/vhenjy _'St protEortlotnal ttoﬁf_ thf/lrzclsh nod can support. Assuming that there are no collisions and ®rror
undamentai constraint on the rate at which I €adeiP the networR, corresponding te = 1, we can write theer
and ACK frames are transmitted. The same is not true f

fragment headers. ffame throughput efficiency as

« For a given fragment sizBy,..4, the number of fragments ny = Ty _ 1 (6)
in a framem increases with the number of packéts ' Ty+a+d-Ty 14+d+a/Ty

in a frame, i.e.,m = m’M wherem' is the number of an( it is straightforward to show that the maximum achiesabl

fragments per packet, we thus have = m'bR when efficiency 7maz = 7, and the maximum throughp,,.., =
M = bR. Hence, forT;"¢/M to scale with1/R the g /(1 1 q).

rate at which fragment headers are transmitted must bg et the mean arrival rate of the offered load be =

We can see thaf, = L,/R scales withl/R. In order
to maintain throughput efficiency,, we require that the per

P __
Toh_

To ensure thaf}, scales withl/R, we require that:

o The number of packetd/ in a frame should be propor-
tional to R, that is M = bR for some constant. This
ensures that the overhedﬁ’jf, T/, Toer and Tow
translate into a per packet overhead that scales Rith

chosen propzortional toR, in which caseT}/;"//M = @Smaz = aR/(1 4+ d) bits per second. During the time
mlLy/R=m'Li/R. T¢ + a +d - Ty to transmit a frame, on average we expect
When the per packet overhead satisfy these conditions, the&(Ts +a +d - Ty) arrivals at the queue. Selecting the frame
per packet throughput efficiency is size to be the same as queue sjzk), we have that,
_ Ly 4) Elqk+1)] = v-[Tr+a+d- Ty
=T +r(a/b+m'- L)
g : = v [(1+d)Elg(k)]/R + a]

where L; denotes the size of one fragment header and a-a-R

TER + Tye® + Tow + Tack. = o Blek)]+ 14+d 0

Firstly, observe that the efficiency is nicely decoupledrfro 1 aga queue dynamics can be written as
the PHY rateR, i.e., the throughput scales witR. Secondly,

as we increase the factér we can see that the efficiency " : i1 a-a-R
asymptotically tends to Elq(k + )] = o’ Elg(k)] + Z; @ +d
N, = Ly - = 1 (5) Hence, providech < 1 then ast — oo, we have that the
Ly+r-m'-Li 1+d gueue dynamics are stable. Asymptotically, we have that,
whered = (rm’L1)/L,. a-a-R
That is, the efficiency is fundamentally limited by the per E[Lf] = Elq] = m 8

packet fragment overhead’ and the retransmission time
In particular, if we use a large fragment size, correspogdin 3The proof for more complicated cases is left as further work.

4



38 8..2048 64..2048 2 64..2048 2 64..2048 2

Combining Equation (6) and (8), we derive that
MAC header | Fragment headers |Frugmem ]|FCS| ...... |FCS| Fragment N |FCS
(07
Nf=7—"—7= Q" TNlmax < Frame header- Frame body
1 + d (a) Data frame format
As a — 1, we can see that the zero waiting policy achieves , , 6 6 6 5 p ) o 4
the maximum efﬁciency_ Framel Du/rIaDlion Addlress Addzress Ad(iress Séquencle Adiress Fragmem Fragnl;em Spare FCS|
- . control 3 ontro! size number
From equation (8), we can see two important features of
zero-waiting: (O MAC header
) 14 bits 14 bits 2 1 4bits 1 14 bits 14 bits 2 1 4bits 1

First, when the offered load is light (i.ey, is small) small
frames will be used. As the load increases, larger frame
sizes will be automatically used. Thus, zero-waiting etelya (c) Fragment headers
creates a feedback loop whereby throughput efficiency is
regulated based on queue backlog. When the current leveFigf 2. Data format in the AFR scheme.
efficiency is too low for the offered load, a queue backlog
will develop which in turn induces larger frames and inceghs 2 2 6 32 4
efficiency. The frame size used thus adapts to the minimum Frame
required to service the offered load.

Second, for a given level of load, the frame sizel; scales
with R. Therefore, with a multi-rate enabled wireless card, theg 3. Ack format in the AFR scheme.
frame size also adapts automatically to changing PHY Rate

Packet
D

Packet
length

Packet
length

Start
Pos

Packet
D

Start

Pos FCS

offset | spare offset | spare

FCS |

Receiver
address

Duration

Fragment bitmap | FCS |

ACK frame format

IV. THE AFR SCHEME offsetis used to record the position of this fragment in packet

In this section, we describe in detail the AFR scheme basg

on the insight provided by the foregoing analysis. dThe new ACK format is simple, we add a 32-byte bitmap

in the legacy ACK format. Each bit of the bitmap is used to

indicate the correctness of a fragment (See Fig. 3).

A. AFR Implementation To clarify the usage of the new formats, we give an example
Clearly, new data and ACK frame formats are a primary€low. Suppose there are two packetét( and pkt;) with

concern in developing a practical AFR scheme. Difficultias f €Ngths 0f L, = 1025 bytes andl,, = 40 bytes. The frame

new formats include (i) respecting the constraints on aeadh '€Ngth isL; = 2048 bytes and the fragment lengthis,., =

noted previously and (i) ensuring that in an erroneousstrar?12 bytes. Then AFR dividespkt, and pkt, into 3 and 1
mission the receiver is able to retrieve the correctly taitted  Fagments respectively and put them into the sending queue.

fragments — this is not straightforward because the sizéseof A frame withfragment sizeof 512 bytes andragment number
corrupted fragments may be unknown to the receiver. of 4 is constructed. The corresponding fragment headers are

In our scheme. a MAC frame consists of a frame headefown in Table. Il. After receiving the frame, the receiver
and a frame body (Fig. 2(a)). In the new MAC header, afperates as shown idlgorithm 1 to recover the fragments.

the fields of the DCF MAC header remain unchanged, and we

add three fields —fragment sizefragment numbeand aspare B. Comments
field. Thefragment sizeepresents the size of fragment used in
the MAC frames. Théragment numberepresents the number
of fragments in the current MAC frame. Tlsparefield is left .
for future extension and maintaining alignment. The fram%eCtlon _V'C and V-D. i .

body consists of fragment-headers, fragment bodies and thg) Fairness: AFR strictly follows the basic principle of the

corresponding Frame Check Sequences (FCS) (See Fig ﬁ@\/lA/CA, therefore the same fairness characteristics shold
and (c)) " ‘as’in the legacy DCF. Techniques to improve DCF'’s fairness

The fragment-header section of the frame body has 8¢ all suitable for AFR. Interested readers can refer td, [16

variable size. It includes from to 256 fragment headers, each[ 4] and [19].

of WhICh 1S protected by a FCS. The Iength of each fragment‘To show that AFR can support arbitrary sizes of fragmematize do not
header is constang (ytes) and known to both the sender angstrict ourselves to the fragmentation algorithm inteetiin Section V-D.
the receiver. For the receiver, it knows where the first fragin
header starts from and what the fragment header size is, thus

1) Frame/Fragment SizeSelection of the maximum frame
size and of the near-optimal fragment size is discussed in

it can locate all the fragments in the frame even if some of pac"let ID pac"leotzlsngth Stagpos Offget

them are corrupted during the transmission. fragment 2 T 1075 515 T
Each fragment header is composed of six fields: packet ID [ fragment 3 1 1025 1024 2

(pID), packet lengthfLEN), startPos offset spareand FCS fragment 4 2 40 1025 0

pID and pLEN represent the corresponding ID and length of TABLE II

the packet to which this fragment belongstartPosis used AN EXAMPLE USAGE OF THEAFR FRAME FORMATS,

to indicate the position of the fragment body in this framd an



Algorithm 1 : Pseudo Code of the receiver’s running logic to analyse the saturation throughput and delay of the AFR

1: if MAC header is correcthen scheme over a noisy channel.
for i = 0 to fragment number 1 do

if Fragment i's header is corredghen
if packet length< fragment sizethen

2
3
4
5: fragment i's length pLEN; A. Model
?f elsf?alf n?gr?telt: Ig;'—i’:‘/ ffﬁ%me“éﬁss"éf* tf*::”mem @ We assume that readers are familiar with the Bianchi model
8 else 9 o 9 ® [12], and explain only the differences between our model and
9: fragment i's length Sragment size that of Bianchi. We say a station is saturated if, whenever
10: end if " , the MAC layer needs a frame to transmit, it can always fill a
11: fragment start position startPosin the fragment _header. lona enouah frame without waiting. The saturation through
12: check the correctness of the fragment body using the FGIS o .g i g g. ‘ ughp
13: end if S is defined as the expected payload size of a successfully
14: record correctness (including fragment header an_dﬁemy body) transmitted frameE[Lf] in an expected slot duratioE[T],
of the fragments in a data structure called A@€K bitmap . E[L;) fi ’ .
15:  end for i.e., S = 5=+ We first compute the expected state duration
i?i Cogstmc:] ACK frame using tMCdeitmapand T)ﬁnd it back. E[T]. Altogether, there are three kinds of event in the AFR
:  update the receiving queue according to A@K bitmap i i [ ; .
18:  check the receiving queue and transfer all correctlgived packets scheme (nOtatlon is listed in Table I)'
upwards, and remove them from the receiving queue. « Idle durationT: When all STAs are counting down, no
19: else ; ;
20: discard this frame and defer an EIFS before next trarssoms station transmits a frame and we have
21: end if

T] = 0. (9)

o Success/Error duratioff3: When a frame is successfully
transmitted or it is corrupted due to channel ndjgbe
slot duration is the sum of a frame, a SIFS and an ACK
duration,

3) Multiple destinations:Thus far, we have focussed only
on aggregation between a single source-destination plais. T
facilitates a clear understanding of the pros and cons of
the aggregation itself. However, our frame format can be
easily extended to support multiple destinations by isgrt

Ty = TN + T + Toer- (10)

o Collision durationT: When two or more stations trans-

a destination address field in each fragment header. Adding
another field to the fragment header will of course increase
the transmission overhead, but this seems unavoidablehand t

mit at the same time a collision occurs. In this case the
sender waits for an EIFS before the next transmission and
o)

approach proposed here carries only a small overhead com- (11)
pared to other solutions in the literature [17]. Specificdll 7]

proposes the use ofhysical delimiter which is transmitted ~ The expected state durationi§1") = P;T;+PsTs+PcTc,
at 6Mbps. Transmitting thelelimiter at 6Mbps leads to a WhereP;, Ps, Pc are the probabilities ofdle, Success/Error
constant8us duration. In addition, thisdelimiter technique and Collision events respectively. Let denote the STA
requires extra zeros to be added at the PHY layer [28], sé@nsmission probability and the number of STAs in the
Section V-E for an example of this overhead. In AFR, botfystem. We have that

MAC and fragment headers are transmitted at the current data

Te = ngﬁ + T+ Tgrrs.

. ) L : Pr=(1-7)", (12)
rate and so their duration decreases with increasing daga-r
4) Multi-rate: In the current WLANs, a commonly used Py = (") (1 — 1)L, (13)
technique to resist channel noise is to lower the PHY rate 1
after measuring a high packet (or bit) error rate, and whegpg
the channel state improves, the PHY layer increases its rate Po=1-P; — Ps. (14)

accordingly. There are two issues to be addressed if matki-r . B _ _
is to be supported in AFR: (i) Should we change the frame Lettingp; denote the probability of doubling the contention
size with the PHY rate? (ii) Should we support one-to-mariyindow after a transmissiom, can be expressed as a function
aggregation where receivers have different channel tates of py using a Markov chain similar to that of Bianchi's. In
The first issue has been discussed in Section I1I-B. more detail, Bianchi’'s model assumes there are no errors in
For the second question, a simple extension of AFR 8e channel, sp; = p. = 1 — (1 —7)"~! wherep, is the
required. To do this, we combine packets for the same dé&sTA collision probability. However, we are interested irisyo
tination into a group, before which a sub-physical header g§annels. In this case if the contention window is resetr afte
added for negotiating a suitable rate. As a consequence [@§s€rroneous transmission, thep = p,; if the contention
efficiency is expected compared to one-to-one aggregatid¥indow is doubled, therp; = pc + pe — pc - p. Where

Details analysis of one-to-many aggregation is however aut stands for the frame error rate. In the AFR scheme, the
of the scope of the present paper. receiver sends back the ACK frame in both the successful

and erroneous cases, thps = p. and the Bianchi’'s formula

V. THEORETICAL ANALYSIS could in fact be applied without change. We note that Bianchi

Building _On p_revioug mOde"ng work [12]* [38]' [30]* [27] . 5Recall that in the AFR scheme we consider frames that ardalpart
and [14], in this section we develop a model and use dbrrupted by channel noise as successful transmissions



assumes that a frame can be retransmitted infinite timeshwhDCF achieves almost zero throughput for a frame size of 8192
is inconsistent with the 802.11 specification [1]. Wu etalak  bytes in a channel with BER of0~* while AFR achieves
this assumption [38] and thus we use Equations (8) and @pund 30Mbps throughput under the same conditions.

from [38] for greater accuracy. Fig. 4(c) plots the throughput eﬁiciencﬁ%}zgzt-loo%)
Solving for 7, we can obtain the saturation throughpuof the DCF and AFR schemes as PHY rate is increased. It can
Sargr of the AFR scheme from be seen that whereas the DCF efficiency rapidly decreasks wit
Py - B[L] increasing PHY rate (falling from 42% at 54Mbs to less than
SAFR = (15) 10% at 432Mbs) the AFR efficiency is approximately constant

. Prit+ BT + PCTC_ with increasing PHY rate as discussed above. Observe that th
Note thatZ[L] is not the frame payload size, but rather thefficiency falls with increasing BER as expected, but that th
expected number of successfully transmitted bits — reball t efficiency remains relatively high even under noisy comodi,

the AFR scheme allows successfully transmitted fragmemtsy., achieving approximately 70% throughput efficienayafo
to be received even if some fragments within a frame apgER of 105 and 60% efficiency for a BER of0—4 .

corrupted. We calculaté[L] as follows. Leti denote the
number of erroneous fragments, amddenote the number of
fragments in a frame. Assuming independent and identical
distributed errors,

ﬁy Maximum frame size

It can be seen in Fig. 4(b) that the AFR throughput
" asymptotically approaches a maximum value as frame size is
m ragyi ragym—i . increased. We can determine this asymptotic value anallytic
BIE =Y ()G gl (L = L) ne this asymp It
as follows. As the frame sizé; — oo, we have that (since
| (16) T=Tc)
rag jq-
and the fragment error ragef is: Py-(1— pgmg) By (1- pgmg)

S = ~
pLrer = 1= (1= py)lrmestires, an T B re) /Ly T (- P Ty

Py - (1 - pfros)

where L., and Ly are the length of a fragment and the = i
f p ) (LyragtLres+ LT )/ Ljrag)*8+Symbol

length of payload of a full frame respectively, apgd is the (1—Pp) pT
BER.
o . 20
Let A= () - (p{m*9)"- (1 — p[r*9)™~*. We have that (20)

%

. (2
=0

Using this equation, the asymptotic values 39630, 38.55 and

m

. = —6 = -5 =

ElL] = Y A (Ly—i-Lyrag)] Zf(l)_748 Mbps for BER = 10~°, BER = 10 and BER =

= .respectlvely. These values are marked by horizontal lines
— Ls-(1—=plrasy 18 on Fig. 4(b) - - -

£ (L=pe™) (18) In practice, of course, arbitrarily large frame sizes aterof
We thus have that not feasible. The upper limit on frame size depends on the
Ps - Lg- (1 —plre9) PHY’s abilities and is also constrained by interface memory

S = < . 19 i ! i i
AFR = B B PoTn (19) and the size of the STAs sending buffer. Fortunately, it ban

. . . . ) . seen in Fig. 4(b) that the gap between the maximum and actual
_This model is validated againgS-2 simulations. Both hroughput narrows rapidly with increasing frame sizedld@a
simulation and model results are shown in Fig. 4(a). AS WRq) gives the loss in throughput (compared to the maximum
can see from the results, the analysis and simulations mafglyieyanle throughput) versus the frame size for a range of
well. data-rates. If we consider operation at 90% or higher of the
maximum achievable throughput to be our target, it can be
B. Improvements over DCF seen that a maximum frame size 3¥768 bytes is acceptable

For comparing the AFR and DCF performance, a modfeqr dgFa-rates up to 216. Mbps over a_W|de range of channel
conditions while a maximum frame size 66536 bytes is

Lor the latter is reqwred_. we use the DC.F'MODEL that ha:;lscceptable for data-rates up to 648 Mbps. We note@ss36

een developed and validated in our previous work [30]. 1it ¢ . . ; . )

be seen from Fig. 4(b) that AFR fundamentally changes t gtes is also the maximum size proposed in TGn’s 802.11n
throughput scaling behaviour in a noisy channel. SpeciﬁcalproloosalI [4].

the DCF throughput exhibits a maximum value as frame size is ) )

varied, with the maximum depending on the BER — this arisés Optimal fragment size

because while increasing frame payload size tends to iserea Fragmentation plays a central role in aggregation schemes
throughput, the probability of a frame being corrupted bisao such as AFR, with fragments being the unit used for re-
also increases with frame size thereby tending to decreassmsmission. When a very small fragment size is used, only
throughput and the interaction of these two effects leads ¢orrupted bits are retransmitted but since each fragmesnt ha
the existence of an optimal size of frame that depends on thefixed size header the overhead is relatively large. When
BER. In contrast, the AFR throughpatreases monotonically a large fragment size is used, the overhead created by the
with frame size even when the channel is noisy. The resultifgjigment header is small but many bits will be unnecessarily
gain in throughput compared to DCF is dramatic. For exampletransmitted since a single damaged bit in a fragment eali|
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o2 N Model BER = 10°° < 3| -@-ncFeer =10 -8, S % &—4 o |-©-ocreer-10
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Swo 0 TTTmeea Rl /TR Q K % &."'9' %
< a K IS . ! o Bk ¥ W
& 5 5 *. ‘o b o O '°"°--e--e.jz'.'.':““““‘“*
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128256 512 1024, 2048 256 512 1024 2048 4096 8192 16384 65536 262144 54 108 162 216 270 324 378 432 486 540 594 648
Fragment size (bytes) Frame size (bytes) PHY rate (Mbps)
(a) Model Validation (b) AFR vs DCF with increasing fram&) AFR vs DCF with increasing PHY (d) Loss in throughput
sizes rates

Fig. 4. (a) AFR: model vs. simulations. (b) The influence ainfie size. (c) AFR vs. DCF with increasing PHY rate. (d) In thst f£olumn, the PHY rates
are on the left of the slash, the basic rates are on the ridte. uhit of the rates is Mbps. The values in the second and thé ¢blumns are differences
between the throughput under the rates in the first columntlamenaximum throughput. Other parameters are listed in Hig). and Table III.

Fig. 4(a) Fig. 4(b) Fig. 4(c) | Fig. 5 Fig. 7 | Fig. 8
Number of STAs %) 10 10 10 10 10 10
Application rate (Mbps) 54 54 =R 54 432 =R
Data rate (Mbps) R) 54 54 varied 54 432 varied
Basic rate (Mbps) 6 6 =R 6 54 =R
AFR sending queue (packets) 200 N/A N/A N/A N/A N/A
AFR IFQ (packetd 200 N/A N/A N/A N/A N/A
Packet (bytes) 2048 =Ly 1024 = Lyrag 2048 1024
Frame (bytes) £ ) 2048 256, - - -, 656536*4=262144| 65536 8192 8192 | varied
AFR fragment (bytesY(¢,.,) | 128,---, 2048 | 256 256 32,---,8192 | 256 256

TABLE Il

THE PARAMETERS USED IN THE THEORETICAL MODEL AND ITS VALIDATON.

2AFR sending queue is the queue at MAC layer to temporarilyestioe packets from the AFR IFQ in AFR’s simulations.
bAFR IFQ is the queue between MAC and its upper in AFR’s sinoat

Rated 640 128 256 512

04 54/6 2.5%, 10.4%4.5% 0.0%, 2.9%, 6.2% 6.6%, 0.0%, 2.3% 28.2%, 0.0%, 0.0%
2035, 108/24 1.8%, 9.4%,13.2% 0.0%, 2.7%, 5.7% 6.9%, 0.0%, 0.2% 28.4%, 0.0%, 0.0%
5 216/24 0.1%, 8.3%,11.6% 0.0%, 2.6%, 5.2% 6.9%, 0.0%, 1.6% 28.8%, 0.0%, 0.0%
3 0.3] 432/54 0.0%, 7.0%, 9.9% 0.0%, 1.9%, 4.1% 7.7%, 0.0%, 1.3% 30.2%, 0.1%, 0.0%
£ 025 648/216 0.0%, 5.5%, 8.7% 0.0%, 0.1%, 3.3% 8.8%, 0.0%, 1.6% 31.2%, 0.0%, 0.0%
£
E 0.2
£ o TABLE IV
£
Y, VR SRR SRR DIFFERENCES TO MAXIMUM THROUGHPUT IN DIFFERENTPHY LAYERS.
;DE. 0.05

64 128 256 512 . 1024 2048 4096 8192 %4 128 256 512 . 1024 2048 4096 8192 . .
Fragment size (bytes) Fragment size (bytes) aThe PHY rates are on the left of the slash, the basic ratesratkeoright.
(a) Optimal fragment size (b) Diff. to maximum throughput ~ 1he unit of the rates is Mbps.

bThe results are frames with 64-byte fragments, under BER*, 105,
Fig. 5. The x-axis is fragment size, the y-axis of Fig. 5(ahis absolute (i.e., 1079 respectively.
always positive) difference between the throughput usheg ftagment size
marked on the x-axis and the throughput when using the opfiragment
size. Other parameters are listed in Fig. 1(c) and Table III.

relatively small. Fig. 5(b) plots the reduction in throughp

compared to that achieved with the optimal fragment sizes,
to the entire fragment being retransmitted. For a given BE® using a sub-optimal fragment size. From this plot we can
there therefore exists an optimal fragment size that batansee that if we can tolerate a throughput loss of upl o,
the tradeoff between fragment header overhead and exees#ien fragment sizes o0f28 bytes and256 bytes are near-
retransmission. Fig. 5(a) plots throughput versus fragrsige optimal across a wide range of BERs. Corresponding data
from which the existence of an optimal fragment size th&er a range of PHY rates are summarised in Table IV. It
maximises throughput is evident. Observe that the optinean be seen that fragment sizes 1A and 256 bytes are
fragment size depends on the BER, as is to be expected (128/ays able to achieve withih0% of the maximum possible
512 and 1024 bytes for BER8%,107°, 1076 respectively). throughput. We have obtained similar results under a wide

In practice, we are interested in determining a simpl@nge of conditions including different numbers of stasion

scheme that approximates the optimal fragment sizes perfoyt these are not included here due to their similarity to the
mance. It can be seen from Fig. 5(a) that the throughput peakgsults in Table IV.
relatively flat and broad and thus we expect that the throughp Based on these results, we propose a simple fragmentation
reduction resulting from an approximate scheme can be kepgorithm: namely, for a packe? with a size ofL,, find the
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m’ which satisfies

BurstACK me | SIFS SIFS [PHYhdr | Frame | SIFS | ACK

ACK | SIFS [ =reeerereeenes

SIFS [ =neoeee

(m' —1)-256+1< L, <m'-256,

Block
Ack

wherem’ = 1,2,...,256. We divide P into m’ fragments,  siocack

- ]
each of which has a size in the range éﬁ(ﬁ +1,..., % +

Frame

PHYhdr

Frame I SIFS

BlockAck
Reques

SIFS

/ =11l

(m/ —1)). In this way, the sizes of all fragments fall between
128 and 256 bytes. More importantly, the resulting sizes are rac ’ ‘HH
almost the same. For example2&7 byte packet is divided

into one128 byte and ond29 byte fragment, rather than one - } 7777777777777 H—m
E. Comparison with Similar Schemes = ’ ‘ HH

256 byte and ond byte fragment.

In this section, we compare the throughput performance
of AFR with four other schemes proposed in the literatur€lg. 6. Five schemes compared in this paper. 1) Burst ACK.I@}BACK.
Burst ACK ([32] [33] [36]), Block ACK ([3] [41]), Packet 3) Packet Concatenation from [21]. 4) Aggregation from [15)] AFR.
Concatenation (PAC) [21] andggregation[17].

These schemes can be classified into two categories: 1)
Burst ACK and Block ACK; 2) PACAggregationand AFR. 4
The schemes in the first category transmit multiple frames
at each transmission opportunity. The schemes in the second
category transmit only one frame and use packet aggregation
AFR is the only scheme to use both fragmentation and
aggregation. In the Burst ACK and Block ACK schemes,
collisions lead to the whole Burst/Block being lost whileces
lead to retransmission only of the corrupted packet. The PAC S0 W S mber cPSTAS &
scheme is similar to our AFR scheme, except that before each
packet in a frame there is a sub-physical-header, which is%&?- Z)-HYSdatthaﬁftJn,thzfl%uzglf\l/lri]ut Ofb the fiV? S_Chgzﬁfﬂs %%rgpiralgiﬂp?her-
alzus dl_”atlon with an IEE_E 8_02.116\ PHY. Tbkggregatl(_)n otheer paran?e?erras Eiarlz listed inplii’g.als(lcc) raan‘(ej I'T’able M. - e
scheme in [17] uses a spectdlimiterbefore each packetin a
frame. As shown in [28], delimitation techniques need suppo
from the PHY layer. In particular, zeros should be inserted t
ensure the particularity of theelimiter. The number of zeros
inserted depends on the sizes of teimiter and the packet.
For an 8-bitdelimiter as in [17], L, /(2°*! — 2) zeros are

Sub

T Fi . S| -
PHYhar | M Frame [ SIFS | ACK

] s
PHYhdr

PHYhdr | MD | Frame | MD

Aggregation

-B-AFR

——PAC
—%=Block ACK
—8—Burst ACK

100

Saturation throughput (Mbps)

head of the MAC interface queue and being successfully
transmitted. LetS/7*¢ be the system throughput in frames-
required, where, is the packet size, and— 5 [28]. per-second rather than bits-per-second. That is, the M4 é€rla

frame H
Note that apart from AFR, none of these schemes satisfy &ft" tran:pl)lo rf _Irame? n on]e ;?fa%?ed’ t?]us the delay to
of the scalability conditions derived in Section IIl. Sfezlly, sticcessfully transmit one frame ig » Where

« Burst ACK and Block ACKA PHY header is transmitted frame _ Elnumber of frames]
. S = . (21)
before each packet. The PHY header duration has a E[T]
minimum value as discussed previously, hence the per _
packet overhead does not decrease with increasing PHYIN the AFR scheme, a packet is fragmented and may be
rate. only partially transmitted in one transmission. Thus, wede
« PAC. A sub-physical header is transmitted before eadf know the mean delay before all fragments of a packet are
packet and similar comments apply. successfully transmitted. Each fragment will be succdlgsfu
. Aggregation Fragmentation is not addressed in thi§ansmitted in< r’ successful frame transmissions with prob-
scheme. ability
Results are shown in Fig. 7. It can be seen that the schemes
employing aggregation (the second category) consistenutty (1= pi™9) 4 (pI™9)(1 — pfT99) 4+ ... 4 (pI™e9) ~1(1 — pfTa9)
perform the Burst and Block ACK schemes. It can also be— 1 — (p/m@9)""
seen that the PAC scheme has the lowest throughput amongst (22)
schemes in the second category. This is due to the long

duration of the sub-physical-header. AFR achieves thedsigh Suppose that a packet arrives and is divided imfofrag-

throughput regardless of the number of stations. ments. The probability of successfully transmitting frag-
. ments in< 1 attempts ig1— (p/"*9)"")™ . Further, assuming
F. Delay Analysis that errors are independent, the probability of transngtta
Our model can be extended to estimate the MAC laypacket in exactlyr’ attempts is(1 — (p/m9)™")y™" — (1 —
delay, i.e., the mean time between a packet reaching t@f{mg)“‘l)m/. So the expected number of retransmission

9



a A. Metrics

~8-MAC delay BER=10"| -8~ MAC efficiency BER=10""
271 | -B-MAC delay BER=10"] -©- MAC efficiency BER=10" 45
o o g:ﬁ We use the following metrics: Let denote the number of
E1ffessbrsbustonsgonsdstuntenstsfunte 8 g packets (packet size 5, bytes) successfully received by all
) S of the STAs and denote the simulation duration. L&tbe the
=20 S % S time when thei-th packet is put in the interface queue (IFQ)
P between MAC and its upper layer at the sender. tedenote
T e N | e s m s mwe  the time when the-th packet is transferred to its upper layer
PHY rate (Mbps) PHY rate (Mbps) by the recelver
(a) Efficiency/delay vs PHY rate (b) Frame sizes

o Throughput (=cx L, + 8/t Mbps): Throughput represents
Fig. 8. Delay performance: In Fig. 8(a) we vary the frame sizéhile the maximum rate at which the MAC |ayer can forward

increasing the PHY rates so that the throughput efficienay MAC layer . . .
delay maintain roughly constant, and the correspondingédraizes are shown paCketS from senders to receivers. Since in a WLAN,

in Fig. 8(b). The other parameters are listed in Fig. 1(c) @able II. all the STAs share a common medium, this throughput is
that achieved by the whole system rather than by a single
STA.

attempts can be written as « Peak delay (=maz{d***, d3'**, -, dy'*"}, where

o d*** denotes the maximum delay among all the packets
- Z - [(1 _ (péfmg)r')m' —(1- (pé‘rag)r’fl)m' _ successfully received by STA: Peak delay is the max-
v} imum delay experienced by a successfully transmitted
(23) packet. This metric is used for HDTV.

Here, the sum may be truncated to account for the finitee Percentage delay: The metric we use for VoIP is the
number of retransmission attempts. Therefore we have that percentage delay at the application level. It is defined as

the per packet MAC delay’}'25% is the percentage of packets whose delay is greater than a
e PiTy + P3Ts + PoTe delay upper limit (e.g, at the application layer, the system
DiFr=r1" P : (24) should have less than 1% of packets whose delays are

greater than 3@hs. This is the criterion proposed in IEEE
For a fixed PHY rate, we expect the MAC delay to increase  802.11n’s requirement [8]). At the MAC layer, we use a

with frame size owing to the larger transmission tiffig for similar threshold, i.e., less than 1% of packets may have
a frame. However, this is not the case when we choose the delay greater than 16us.

frame size to be a function of the PHY rate. In particular,
by scaling the frame size in proportion to the PHY rate not
only dq we maintain MAC efficiency put_we glso .mainFain ak Tcp traffic
approximately constant frame transmission time in whicteca
the MAC delay is invariant with PHY rate. This is illustrated TCP currently carries the great majority of network traffic
in Fig. 8(a), which plots the MAC delay with increasing PHYand it is therefore important to investigate the support of
rate. The corresponding frame size as a function of PHY rdtee AFR scheme for TCP traffic. Important features of TCP
is shown in Fig. 8(b). Note that while the MAC efficiency andnclude the fact that traffic is (i) elastic and so achieved
MAC delay are constant, the actual throughput increases frahroughput is related to network capacity, and (ii) two-way
54 % 60% = 32 Mbps t0648 * 60% = 388.8 Mbps. and while TCP data packets are typically large, TCP ACKs are
As noted previously, the level of MAC efficiency depend§mall packets so that it may be difficult to aggregate enough
on the scaling factob relating frame size to PHY rate. Asof them to form a large frame.
we increaseb, the efficiency rises. However, owing to the First, we evaluate AFR performance in a heavily-loaded
associated increase in frame transmission time, the MA&deMWLAN with 50 STAs. Each STA performs a large FTP
will also increase witth. A design decision therefore has to belownload, the data packet length is 984 bytes which yields
made as to the desired trade-off between throughput eféigieran IP packet size of 1024 bytes when TCP and IP headers are
and delay. added, TCP SACK functionality is used as this is prevalent in
real networks. From Fig. 9(a) we can see that AFR achieves
considerable throughput gains (by a factor of between 2 and
VI. SIMULATIONS 3 depending on channel conditions) over DCF. As discussed
previously, AFR performance is relatively insensitive et
As a complement to the theoretical analysis in Section V, wioice of fragment size in the range 128-256 bytes, although
have implemented the AFR scheme in the network simulat@® might be expected the choice of fragment size becomes
NS-2[10], [11]. The network topology that we used is a peemore important at higher BERs.
to-peer one where STA sends packets to STA+ 1. We Second, we evaluate AFR performance as the number of
report here the simulation results for three types of traffl8TAs is varied from 10 to 80. Fig. 9(b) shows both the AFR
(TCP, HDTV and VolIP), all of which follow the requirementsand DCF throughput. AFR achieves between 2.5 and 3 times
of the 802.11n usage model [8]. See our technical report fibre throughput of DCF over this range of network conditions.
other details about the simulation [26].
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Fig. 9 Fig. 10 | Table VI | . o5
Number of STAs %) (2)50 (b)varied | varied | varied 8.0 AR BER =107 5, | [eaemeer=107
Application rate (Mbps) N/A 20 0.096 = oornnoid 8 || earRoER=10]
Data rate (Mbps) &) 432 432 54 E -x-ooreer=107 & °|-x-ncr er =10
Basic rate (Mbps) 54 54 6 8 o EO
AFR sending queue (packets) 10 10 10 5 - ——— . 3°
AFR IFQ (packetd) 10 10 10 = . o o o
DCF IFQ (packetS) 20 20 20 = e N 3
Packet (bytes) 1024 1500 120 Qs Bt SatrY So
DCF frame (bytes) 1024 1500 120 = S T - — . -
AFR frame (bytes) 8192 9000 1200 Number of STAs Number of STAs
AFR fragment (bytes) (a)varied (b)512| 750 120 (a) Throughput (b) Peak delay
TABLE V

Fig. 10. Simulation results for HDTV traffic. The parameterg listed in

THE PARAMETERS USED IN THENS-2SIMULATIONS. Fig. 1(c) and Table V.

10 30 50 80 90
aAFR sending queue is the queue at MAC layer for temporariyirsg the AFR (BER—=10"7) | 0.0% | 0.0% | 0.0% | 4.4% | 15.4%

packets from the AFR IFQ. _ _ . AFR (BER =10 °) | 0.0% | 0.0% | 0.0% | 1.1% | 9.4%
AFR IFQ is the queue between MAC and its upper in AFR’s siniorhest AFR (BER =10"°) | 0.0% | 0.0% | 0.0% | 0.9% 3.9%

°DCF IFQ is the queue between MAC and its upper in DCF's sinanat DCE (BER=10"%) | 0.0% | 0.0% | 0.0% | 24.9% | 85.7%

DCF (BER=10"°) | 0.0% | 0.0% | 0.0% | 10.1% | 75.2%
100 140 DCF (BER=10"°) | 0.0% | 0.0% | 0.0% | 9.2% | 34.8%

—@-AFRBER=10"

120 —#—AFR BER = 10°
— 8= AFR BER = 10™°|

'\-\‘\a_e TABLE VI
100 =%=DCF BER = 10"
“B7OCREER-10 SIMULATION RESULTS FORVOIP TRAFFIC. THE FIRST ROW REPRESENTS

THE NUMBER OFSTAS. THE OTHER ROWS REPRESENT THE PERCENTAGE OF
“ PACKETS WITH DELAY MORE THAN 15ms WITH THE BOLD FIGURES SHOW

—6-AFRBER =107
—#=AFRBER =107
—B-AFRBER =
=©-DCFBER =
40 =%=DCF BER =
-B-DCFBER =

Throughput (Mbps)
Throughput (Mbps)

prem Brorerenerenanas " THE PERCENTAGE GREATER THANL%. THE PARAMETERS ARE LISTED IN
et S s ©-cnmmromnnoee ° FIG. 1(C) AND TABLE V.
Fragment size Number of STAs
(a) Throughput vs fragment size (b) Throughput vs STAs

Fig. 9. Simulation results for TCP traffic. The parametess lated in Fig. aggregate and the DCF and AFR schemes might be expected
1(c) and Table V. .
to achieve more or less the same performance.
We consider a WLAN with pure VoIP traffic. We use
C. HDTV Brady's model [37] of VolIP traffic in which the mean ON and

[8], HDTV should be supported in future WLANS. HDTV hasy, 10 v shows the percentage of packets with delay excgedin

a constant packet size of 1500 bytes, a sending rate of 19,¢- . . tor 4 range of network conditions and numbers of

24Mbps, a”F’ a 208s peak delay requirementl. voice calls. It can be seen that AFR’s delay percentages
We investigate AFR HDTV performance with a 432Mbp§1re substantially less than the DCF's under all conditions,

PHY data rate. Fig. 10 shows the throughput and OIeI%I)émonstrating the effectiveness of the AFR scheme even for
performance of the AFR and DCF schemes as the numlﬁ%{ﬁic with very small packet sizes

of STAs (and so HDTV flows) is varied. The peak delay
constraint of 200ms is marked on Fig. 10(b). It can be seen VIl. SCOPE OF THEPAPER
that DCF can support only 2 simultaneous HDTV streams
before the delay requirement is violated and the per flog

In this paper, we restrict consideration to independent and
throughput rapidly falls below the offered load. In contras' entically distributed (i.i.d.) channel noise. Althoughe

AFR can support up to 9 and 10 streams RER — 105 recpgnise that sgch a memory-less model is unable to capture
and BER — 10-° respectively. That is, the HDTV capacityfadmg characteristics in wireless channels, we commeatt th
is increased by a factor of 5 over the legacy DCF. The overd}¢ PHY characteristics of IEEE 802.11n are still unknown
network throughput achieved with 9 flows afER — 10~ &t this time making the selection of a more accurate channel
is 162Mbs. model problematic. We note that provided the channel coher-
ence time is long enough to support large frame transmission
it is relatively straightforward to modify our analysis to@m-
D. VoIP pass more complex channels. Moreover, it can be argued that
The third application that we consider is VoIP, which is.i.d. noise is in fact a worst case for aggregation schelines s
basically an on/off UDP stream with a peak rate (96Kbp#) fading environments the bit errors tend to cluster togeth
and a small packet size (120 bytes) according to the IEEEO0 bursts [15] (see also the measurement of the bit error
802.11n requirements [8]. VoIP is a challenging applicatiadistribution from an IEEE 802.11a test-bed [29]). An uneven
for aggregation schemes because of its on/off nature anlil snearor distribution typically benefits aggregation schersiese
packet sizes. Thus there may not be enough packets for AFRewer retransmission are required compared to i.i.d. neige
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the same mean BER [9]. For instance, if there are ten cormupts] Part 11: wireless LAN medium access control (MAC) and sibgl layer

bits in one frame which contains ten fragments, and each(PHY) specifications: Medium Access Control (MAC) Qualitl $ervice
(QoS) Enhancements, IEEE 802.11e/D8.0, February 2004.

fragment has exact one corrupted bit, then all the fragmepF's A mujtaba, et. al., “TGn Sync Proposal Technical Sfeation”,
have to be retransmitted. If all the ten corrupted bits odgur — www.tgnsync.org, IEEE 802.11-04/889r6, May. 2005.
burst and gather into say five fragments, it is obvious theg lel5] Q- Ni, T. Li, T. Turletti and Y. Xiao, “AFR partial MAC propsal for
LI ded IEEE 802.11n", IEEE 802.11-04-0950-00-000n, Aug. 2004.
retransrmssmn IS neeaed. ) [6] J. Ketchum, et. al., “System Description and Operatingndiples for
In this paper we focus on the fundamental issues af-High Throughput Enhancements to 802.11", IEEE 802.11 82060, Aug.
fecting the performance of aggregation schemes in 802.[% 2004.

. L M. Singh, B. Edwards, et. al., “System Description ande@ping
WLANS. Thus several other techniques for further optingsin Principles for High Throughput Enhancements to 802.11EHEEB02.11-

CSMA/CA performance are not addressed here. These includ@4-0886-00-000n, Aug. 2004.

optimization of the CSMA/CA contention window, which had8l A. P. Stephens, et. al,, “IEEE P802.11 Wireless LANs: géstiodels”,
P IEEE 802.11-03/802r23, May. 2004.

been the subject of much attention in the literature, sef [1%; magis Networks White Paper, "IEEE 802.11 e/a Throughpnalysis",
[42], [19], [31] and references therein for further details 2004, www.magisnetworks.com.

Two-way aggregation is also possible, in which large framé&¥! NS, http://www.isi.edu/nsnam/ns/
y aggreg P 9 11] AFR Implementation, http://www.hamiltonganji_li /afr.html

piggyback in the ACK frames ([4], [24], and [39]). [12] G. Bianchi, “Performance analysis of the IEEE 802.1dtrituted coor-
dination function”, IEEE Journal on Selected Areas in Comivations,
Vol. 18, Number 3, March 2000.
VIIl. CONCLUSION [13] J. Choi, J. Yoo, S. Choi and C. Kim, “EBA: An Enhancemefittiee
. . . IEEE 802.11 DCF via Distributed Reservation”, IEEE Trarises on
In upcoming very high-speed WLANSs the physical layer ;opie Computing, Apr. 2004.
(PHY) rate may reach 600 Mbps. To achieve high efff14] D. Malone, K. Duffy and D.J. Leith, “Modeling the 802.Histributed

ciency at the medium access control (MAC) |ayer we iden- coordination function in non-saturated heterogeneousliions”, To ap-
’ pear in IEEE/ACM Transactions on Networking.

tify fundamental properties that must be satisfied by a"'[‘1’5] R. Gallager, “Information Theory and Reliable Comnuation”, John
CSMA/CA based MAC layer and develop a novel scheme wiley & Sons, 1968.

called Aggregation with Fragment Retransmission (AFR). [A8] G.R. Cantieni, Q.Ni, C. Barakat, and T, Turletti, “Remhance Analysis
nder Finite Load and Improvements for Multirate 802.11'seiier

the AF_R sgheme_, multiple packets are aggregated into anComputer Communications Journal, Vol. 28, Issue 10, Jupg2gp. 1095-
transmitted in a single large frame. If errors happen dutfreg ~ 1109. _ . _
transmission, only the corrupted fragments of the largméra [17] S. Kim, Y. Kim, S. Choi, K. Jang and J. Chang, *A High-Thighput

itted IVt del is d | d | MAC Strategy for Next-Generation WLANs”, IEEE WoWMoM 2005.
are retransmitted. An analytic model is developed to eva u£[‘18] M. Heusse, F. Rousseau, G. Berger-Sabbatel and A. DBddormance

the throughput and delay of AFR over a noisy channel, andAnomaly of 802.11b”, INFOCOM 2003.

to compare AFR with competing schemes in the literatur@9] M. Heusse, F. Rousseau, R. Guillier and A. Duba, "Idiasge An

. . . ._Optimal Access Method for High Throughput and Fairness ite Raverse
Optimal frame and fragment sizes are calculated using thisyeless LANS”, SIGCOMM 2005.

model. Transmission delays are minimised by using a zelee] R. Jain, “The Art of Computer Systems Performance AsialyTech-

waiting mechanism where frames are transmitted immegfiatel nidues for Experiment Design, Measurement, Simulation fdodeling’,
John Wiley and Sons, Inc, 1991.

once the_ _MAC wins a transm|s_S|on opportunity. We prove thtegl] Z. Ji, Y. Yang, J. Zhou, M. Takai, and R. Bagrodia, “Exifilig Medium
zero-waiting can achieve maximum throughput. As a comple- Access Diversity in Rate Adaptive Wireless LANs”, MOBICOM®.

ment to the theoretical analysis, we investigate by sinarat [22] L. Kleinrock, Queueing Systems, Volume 1: Thedighn Wiley & Sons,

. .. . . 75.
the Impact of AFR on the performance of realistic applloat|o[23] P. Lettieri and M. B. Srivastava, “Adaptive Frame LemgdZontrol for
traffic with diverse requirements. We have implemented the Improving Wireless Link Throughput, Range, and Energy Efficy”,
AFR scheme in th&lS-2simulator and present detailed resultf, INFOCOM 1998. .
. 24] C. Liu and A. Stephens, “An Analytic Model for Infrastiiure WLAN
for TCP, VoIP and HDTV traffic. Capacity with Bidirectional Frame Aggregation”, IEEE WCNRDO5.
The AFR scheme described was developed as part of {hg T. Li, Q. Ni, D. Malone, D. Leith, Y. Xiao, and T. Turlefti’A New

802.11n working group work. The theoretical analysis pr§- MAC Scheme for Very High-Speed WLANS". IEEE WOWMOM 2006.

. Z%T. Li, Q. Ni, D. Malone, D. Leith, Y. Xiao, and T. TurleftfAggregation
sented here is general enoth to be extended to the Propose&gin Fragment Retransmission for Very High-Speed WLANs&cHnical

scheme in the upcoming 802.11n standard. Trends indicatedReport, Hamilton Institute, NUIM, Ireland. 2006.

i ; _ ; 7] T. Li, Q. Ni, T. Turletti, and Y. Xiao, “Performance Angis of the
by our Slmmatlon results should extend to any well desnbnéz IEEE 802.11e Block ACK Scheme in a Noisy Channel”, IEEE Bruztd
aggregation scheme. 2005.

[28] J. S. Ma, “On the Impact of HDLC Zero Insertion and Delation Link
Utilization and Reliability”, IEEE Transactions on Comnications, 1982.
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