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Abstract—Emerging IT service providers that aim
at delivering supercomputing power available to the
masses over the Internet rely on high-performance IT
resources interconnected with ultra-high-
performance optical networks. To adjust the provi-
sioning of the resources to end-user demand varia-
tions, new infrastructure capabilities have to be
supported. These capabilities have to take into ac-
count the business requirements of telecom net-
works. This paper proposes a service framework to
offer Internet service providers dynamic access to ex-
tensible virtual private execution infrastructures,
through on-demand and in-advance bandwidth and
resource reservation services. This virtual infrastruc-
ture service concept is being studied in the CARRIO-
CAS project and implemented thanks to the schedul-
ing, reconfiguration, and virtualization (SRV)
component. This entity handles the service requests,
aggregates them, and triggers the provisioning of dif-
ferent types of resources accordingly. We propose to
adapt to envisioned heterogeneous needs by multi-
plexing rigid and flexible requests as well as coarse or
fine demands. The goal is to optimize both resource
provisioning and utility functions. Considering the
options of advanced network bandwidth reservations
and allocations, the optimization problem is formu-
lated. The impacts of the malleability factor are stud-
ied by simulation to assess the gain.

Index Terms—Network optimization; Assignment
and routing algorithms.

I. MOTIVATIONS

T hree current trends are envisioned to strongly in-
fluence the development of the future Internet: (i)

the convergence of the communication, computation,
and storage aspects of the Internet; (ii) the deploy-

Manuscript received October 30, 2008; revised January 8, 2009; ac-
cepted January 24, 2009; posted January 24, 2009; published June
25, 2009 �Doc. ID 103471�.

P. Vicat-Blanc Primet and S. Soudan are with INRIA, University of
Lyon, France (e-mail: Pascale.Primet@inria.fr).

D. Verchere is with Alcatel-Lucent Bell Labs, France.
Digital Object Identifier 10.1364/JOCN.1.00A121
1943-0620/09/02A121-12/$15.00 ©
ent of ultra-high-capacity interconnection networks
ith predictable performance; (iii) coarse-grain web

ervers like Google, Yahoo, and Amazon providing the
ontent, control, storage, and computing resources for
he users. These three trends raise major research is-
ues in networking and services, requiring a new vi-
ion of the network. Indeed, the current Internet stack
TCP/IP) and its associated simple network manage-
ent protocol are not consistent with the evolution of

he network infrastructure components and its use by
merging services that aim to deliver supercomputing
ower available to the masses over the Internet. The
oordination of networking, computing, and storage
equires the design, development, and deployment of
ew resource management approaches to discover, re-
erve, coallocate, and reconfigure resources and sched-
le and control their use.

Indeed, many emerging large-scale applications and
ervices want time-limited but ultra-high-bit-rate net-
ork services of the order of the transmission capacity
f the network infrastructures. For example, large-
cale distributed industrial applications require use of
ltra-high-performance network infrastructure and
ultiple types of end capacities such as computa-

ional, storage, and visualization resources. Collabo-
ative engineers need further to interact with massive
mounts of data to analyze the simulation results over
igh-resolution visualization screens fed by storage
ervers. To illustrate the variety of requirements,
able I classifies the use cases specified by developers
nd users contributing to the CARRIOCAS project [1].
he applications are listed depending on their connec-

ivity characteristics, capacity requirements, localiza-
ion constraints, performance constraints, and sce-
arios between networks and IT services offered to
nd users. These use cases combine the following re-
uirements: (i) real-time remote interactions with
onstant bandwidth requirements, (ii) many large
ata file transfers between distant sites whose local-
zation is known in advance (distributed storage and
ccess to data centers) and with sporadic bandwidth
equirement, (iii) streaming of many data files be-
ween anonymous sites (e.g., multimedia production)
2009 Optical Society of America
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requiring statistical guarantees, and (iv) data and file
transfers between locations carried on best-effort net-
work services. For example, applications of type A or B
can be executed on any server but have high band-
width and latency requirements. Applications of type
F or G involve specific servers and instruments but
are not constrained much by the bandwidth.

However, the current Internet, built around the IP
protocol, routers, and links, is a best-effort system
with an unpredictable service and was not designed
for competing flows on ultra-high-end optical links,
nor for highly variable traffic. Recently, pilot experi-
ments in optical/photonic switching and hybrid net-
working [2–4] have shown that predictable connectiv-
ity with low jitter and massive dedicated throughput
is possible. These quality of service (QoS) properties
can be delivered to the application only through care-
ful direct control of the networking resources.

We then argue that exposing optical bandwidth as
well as processing and storage capacities within the
network will help in supporting the ever-growing
spectrum of communication patterns and ways to use
the Internet. We propose to decouple the physical

TAB
CLASSIFICATION OF DI

Type Characteristics
Capa
Requ

Type A
Parallel distributed
computing tightly

synchronized computation

Scientific applications involving
tightly coupled tasks

Hig

Type B
High-throughput

low-coupling
computation

Great number of
independent and

long computing jobs

Hig

Type C
Computing on demand

Access to a shared remote
computing server during a

given period

Medi

Type D
Pipeline computing

Applications intensively
exchanging streamed or

real-time data

Medi

Type E
Massive data processing

Treatment of distributed
data with intensive

communication between
computer and data sources

Lo

Type F
Largely distributed

computing

Research, modification
on distributed databases
with low computing and

data volume requirements

Medi

Type G
Collaborative computing

Remote users interacting
on a shared virtual visual

space

Medi
ayer from the service level to increase the flexibility
nd the efficiency in the usage of network infrastruc-
ures. We introduce the concept of a virtual infrastruc-
ure that corresponds to the time-limited interconnec-
ion of end capacities with virtual private networks.
his concept is being explored in the CARRIOCAS
roject. The idea is to expose the composition and the
ccess to virtual infrastructures as an intermediate
ervice. CARRIOCAS explores in particular the tech-
ical aspects of the hybrid packet/optical network vir-
ualization.

CARRIOCAS also studies the commercial needs of
nternet service providers and those of network opera-
ors. Indeed, a commercial interface to invoke a vir-
ual infrastructure service will include the maximum
ost customers are willing to sustain. On the other
ide, network providers will publish their services ac-
ording to their policies and will negotiate to maxi-
ize utilization rates. However, the granularity a re-

listic and efficient capacity (for example, optical
andwidth) reservation service can offer may not be
exible enough to meet the heterogeneity of custom-
rs’ requirements. This may lead to poor resource uti-

I
IBUTED APPLICATIONS

Localization
Constraints

Performance
Constraints Applications

Low Computation,
connectivity

latency

Grand scientific problems
requiring huge memory
and computing power

Low Computation Combinatory optimization,
exhaustive research
(crypto, genomics),

stochastic simulations
(e.g., finance)

Low Computation,
high bit rate,
connectivity

latency

Access to corporate
computing infrastructure,

load balancing
between servers, virtual

prototyping
Average Computation,

bit rate,
latency, storage

High-performance visualization,
real-time signal

processing
High High bit

rate and
connectivity

latency

Distributed storage
farms, distributed data

acquisitions, environmental
data treatment,

bioinformatics, finances,
high-energy physics

High Connectivity
latency

Fine-grained computing
applications, network
congestion can cause
frequent disruptions

between clients
High Bit rate and

latency (for
interactivity)

Collaborative visualization
for scientific analysis
or virtual prototyping
LE
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lization, overprovisioning, and unattractive service
pricing. Therefore, this paper investigates models, al-
gorithms, and software for flexibly sharing and sched-
uling the optical infrastructure considering the
lambda path as the first class resource.

This paper is organized as follows: Section II gives
an outline of the CARRIOCAS project. Its specific vir-
tual infrastructure management component, schedul-
ing, reconfiguration, and virtualization (SRV), is pre-
sented in Section III. Section IV defines the model and
formulates the problem for flexible bandwidth alloca-
tion. In Section V, simulation results are presented to
demonstrate the impact of the patience and the influ-
ence of the proportion of flexible requests in the mix.
Related works are reviewed in Section VI. Finally, we
conclude in Section VII.

II. OVERVIEW OF THE CARRIOCAS PROJECT

The CARRIOCAS project aims at delivering com-
mercial services for accessing virtual private IT infra-
structures over ultra-high-speed �40 Gb/s� networks.
The goal is to provide frameworks enabling users to
reserve (dynamically or in advance) computing and
storage resources but also network resources to con-
nect them for composing customized virtual infra-
structures. We envision the emergence of a capacity
service provider entity, between Internet service pro-
viders and network operators with the central role of

Fig. 1. (Color onli
xposing and interconnecting virtual resources lo-
ated at data centers and company customers and
anaging more dynamically the network services (see
ig. 1).

The CARRIOCAS project defines and develops the
irtual infrastructure concept and designs the (SRV)
in the middle of Fig. 1) module to manage them. In-
eed to implement the envisioned capacity service,
hich we name virtual infrastructure service, a spe-

ific management component has to be introduced.
ew management and control functions are required

o adapt existing telecom network infrastructures in-
erconnected in the current Internet to deliver such
ervices to ISPs or company customers. The SRV mod-
le process requests complex virtual infrastructure
omposition and reservation. These requests formu-
ate explicit reservation of network resources with
ther types of resources (e.g., computational, storage).

Because the connectivity service needs are hetero-
eneous (see Table I), several classes of service with
igh-performance QoS parameter values in terms of
andwidth and edge-to-edge latency are exposed. The
onnection configuration must be dynamic to adapt to
ifferent usage patterns. The network services must
e adjusted in response to the changing customer en-
ironments such as new organizations joining and
hen connecting on network and data center infra-
tructures (e.g., a car designer is going to be connected
o a complex fluid dynamics simulation application
ext month for two weeks). The network has to pro-

SRV architecture.
ne)
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vide a dynamic and automatic (re)configuration of the
network device features.

At the upper level, corresponding to the north inter-
face of the SRV, the connectivity service classes de-
scribe the service constraints from the external cus-
tomer points of view, and on the south interface of the
SRV, the connection service classes describe the ser-
vice attributes to allow the resource provisioning by
the network management system. The network ser-
vices are structured according to the information and
data model as recommended by the multitechnology
operations systems interface (MTOSI) [5].

The CARRIOCAS project focuses on layer 2 connec-
tions, leveraging the cost advantages of carrier-grade
Ethernet services. Layer 2 virtual private network
services (L2-VPN) can provide secure and dedicated
data communications over telecom networks, through
the use of standard tunneling, encryption, and au-
thentication functions. These L2-VPNs are contrasted
from leased lines configured manually and allocated
to one company. An L2-VPN is a network service dedi-
cation achieved through logical configuration rather
than dedicated physical equipment with the use of the
virtual technologies. For example, in the CARRIOCAS
pilot network, three classes of carrier Ethernet con-
nectivity services called Ethernet virtual circuits
(EVCs), are proposed to customers: point-to-point
EVC, multipoint-to-multipoint EVC, and rooted mul-
tipoint EVC. The description of each EVC includes the
user-to-network interface (UNI) corresponding to the
reference point between the provider edge (PE) node
and customer edge (CE) node. At a given UNI more
than one EVC can be provisioned or signaled accord-
ing the multiplexing capabilities.

The SRV, acting as an autonomous functional entity,
reconfigures automatically the provisioning of VPNs.
It accommodates addition, deletion, moves, and/or
changes of access among data center sites and com-
pany members with no manual intervention.

III. ARCHITECTURE OF THE SRV MODULE

The SRV module is in charge of the management of
composite services to provide virtual infrastructures,
or VXI, built from the composition of computing, stor-
age, and networking resources. Further specific large-
scale software applications can be associated as ser-
vice elements of the composite service too.

The SRV functions are positioned between the ex-
ternal service provider (SP) and the network resource
management and control functions as well as the IT
resource management functions of the data centers.

The SRV module can be owned by an administrative
entity that is external or internal to the network in-
frastructure owner and operator. In the CARRIOCAS
rchitecture, the SRV is part of the network infra-
tructure operations and is defined over a single ad-
inistrative network domain. SRV integrates differ-

nt service interfaces according to the role of the
ntities it interacts with.

. SRV North Interface and Internal Functions

The SRV architecture (Fig. 2) integrates the func-
ional blocks required to deliver connectivity services
s well as IT resource services fulfilling the service
evel agreement (SLA) requests from an SP customer.
he SRV functional components interacting with the
ustomers are the service publication, service negotia-
ion, and service notification. These components re-
pectively allow publishing, negotiating, and notifying
he connectivity services from the SRV towards exter-
al SP customers. This interface (called the request
andler in Fig. 2) is based on the VXDL (virtual infra-
tructure description language) [6], compliant with
he service specifications of the open grid service ar-
hitecture (OGSA), and based on RDF/XML. VXDL
as the advantages of enabling the composition of het-
rogeneous service elements (e.g., a computing service
ombined with a connectivity service). A request (VXI
equest) formulated in VXDL can even include, for ex-
mple, the amount of IT and network resources re-
uired, their type, the class of end devices required to
eliver the services with performance, duration, or
ther timing constraints.

At the mediation layer, the bandwidth and resource
llocator and scheduler selects resources and sched-
les them to serve the requests. Cross-optimization is
erformed through the different types of resources re-
erved. Heterogeneous criteria including the computa-
ional capability of the server (e.g., operating system
ype, computing capacity, memory space) and the
vailable networking capability (interfaces, band-

Fig. 2. (Color online) SRV internal functions.
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width, latency) on the selected path are taken into ac-
count. The contract manager is in charge of verifying
the correct execution of the customer’s contract in
terms of resource usage (customer side) as well as re-
source provisioning (provider side).

B. SRV Interfaces With Network and IT Infrastructures

The configuration manager in Fig. 2 interacts di-
rectly with the physical infrastructure. Towards the
network infrastructure, the SRV southbound interface
is based on two options: SRV requests for switched
connections through the provider UNI (UNI-N) if it is
a generalized multiprotocol label switching (GMPLS)
controlled network [7] or SRV requests for permanent
connections or soft-permanent connections through
the network management interface. The connection
service description is based on web-service description
language (WSDL) as recommended by MTOSI from
the Tele-Management Forum [5]. Connections are dy-
namically established [provisioned through the net-
work management system (NMS) or signaled through
UNI] with guaranteed QoS parameters defined from
the SLA provider.

The connectivity services require a pool of resources
to be explicitly reserved within the network. Now, the
resource pools are computed by the network resource
planning functions, i.e., network planning tool (NPT)
(see Fig. 1). Today network services are provisioned in
the infrastructure and are not automatically related
to how the business rules operate during the publica-
tion, the negotiation, and the service notification to
the customers. In another way, to enable a more auto-
nomic connection provisioning, the NMS must cope
with the scheduled service deliveries. The NMS has to
be extended to ensure that the infrastructure delivers
the on-demand or scheduled network services asked
for by external entities.

The SRV East–West interface supports edge-to-edge
connectivity service covering multiple routing do-
mains. The SRV interfacing the SP manages the net-
work service at the ingress network domain and the
interdomain connectivity services through peer opera-
tion information exchanges with the SRVs involved in
the chain [8].

IV. DYNAMIC BANDWIDTH PROVISIONING APPROACH

Due to the large variety of distributed applications
as reported in Table I, it is considered that the subse-
quent application demands for IT and connectivity
services can be very disparate in terms of resource re-
quirements and very sporadic in terms of time win-
dows. Each service demand can be either allocated ex-
plicitly on a defined set of reserved resources or
several service demands can be multiplexed on a pool
of resources.
The different actors have their respective objective
o maximize their utility functions. For an end cus-
omer, the objective is to execute the submitted jobs at
ow costs within a defined time window. For a service
rovider it means to deliver connectivity services and
he other IT services at the highest quality including
erformance and security and lowest cost. Each re-
ource operator wants to maximize infrastructure uti-
ization (CAPEX) with the minimal operation efforts
OPEX) to finally obtain the best possible return on
nvestment (ROI).

The SRV management component handles requests,
ggregates them, and provisions the resources accord-
ngly. Considering the special case of the optical net-
orks and dynamic bandwidth allocations, we address

he problem of discrepancy between realistic and effi-
ient (optical) bandwidth granularity and customer
equirements by mixing different allocation strategies
ithin the SRV itself. Rigid reservations (for real-time
ideo and audio conferencing applications, for ex-
mple) offer determinist bandwidth provisioning.
lexible reservations provide only time guarantees

hat a specified amount of data streaming is trans-
erred within a strict time window. The scheduling
omponent of the SRV is in charge of aggregating the
eterogeneous requests and of provisioning the band-
idth on an edge-to-edge path accordingly. Conse-
uently Internet service providers can flexibly express
heir bandwidth amount requests with minimal rate
nd maximal deadline, but also with volume and
aximal achievable rate or even bandwidth profile as

etailed below. The solution proposed in [9] carrying
ut and grouping giant transfer tasks (with volume
igher than several gigabytes) in specified time inter-
als exemplifies this idea. Such an approach considers
hat most company customers and Internet service
roviders will carry on transferring large amounts of
ata in a limited and predictable time frame rather
han requiring exactly a fixed rate for a given time
indow. This relieves the complex bandwidth reserva-

ion and allocation burden, while ensuring the flow
ompletion time, the most useful metric [10] for a user
r a data processing application.

In the rest of the paper we demonstrate that the
exibility proposed increases the efficiency in lambda
ath usage. In particular, we study how the virtual in-
rastructure management component, integrating this
cheduling approach, can optimally serve different re-
uest pattern distributions mixing rigid and mal-
eable resource requests.

. Model and Problem Formulation

Let us consider a network model defined as an
paque cloud, owned by a network operator, exposing
dynamic bandwidth provisioning service. This ser-

ice provides on-demand lambda path or provisioned
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links between a set of access points (end points) and
eventually peering points with other network clouds.
The network is defined by its set of points of presence
s� �s1 , . . . ,sS�. We assume here that any two points ex-
posed by one cloud can be the source and destination
of a network reservation. The basic service offered
here by the simplified SRV is bandwidth leasing be-
tween two end points for a specific time window or the
guaranteed transfer of a massive data set from one
site to an other with strict completion deadlines. The
bandwidth scheduling component, which schedules
users’ transfers with the help of the updated virtual
topology and resource databases, tries to maximize
the resource usage. We consider here that this inter-
nal component does not have access to the routing
plane. It only manages movement capacity or band-
width capacity between the network points of pres-
ence. For the sake of simplicity, we distinguish this
entity, called the bandwidth service provider (BSP),
from the network operator (NO) providing and man-
aging the physical infrastructure. The three main ac-
tors in this model are then (i) the users, who aim to
rent fixed bandwidth for a time window or to transfer
data volumes from one site to another with strict time
constraints; (ii) the BSP, which schedules users’ re-
quests on network paths and tries to maximize the re-
source usage; and (iii) the NO, which provides the con-
nectivity service (i.e., constant bandwidth between
two end points for a time slot). This service can be re-
alized, for example, through point-to-point EVC ser-
vice or lambda path service.

Figure 3 shows the relations between actors and the
request format. Users are issuing transfer requests to
the BSP, which groups them and issues connectivity
requests to the NO based on the connectivity and time
window requirements of each group. As shown in this
section, users to BSP requests can have different
forms.

Users can send transfer requests to the BSP. They
are defined as follows: Each request r is associated

Fig. 3. (Color online) Transfer and connectivity requests ex-
changed between actors. BSPs group users’ requests in connectivity
requests issued to the NO.
ith a 6-uple �sr ,dr ,vr ,rr
max , tr

s , tr
d�, where sr is the

ource, dr is the destination, vr is the volume to trans-
er, and rr

max is the maximum instant rate used to
arry vr. Transfer can only start after tr

s and must be
nished before tr

d . tr
a is the arrival date of request r

nd tr
r is the date of the request acceptance decision.

urthermore, for a request expressed with a volume,
r
min is defined as rr

min=vr / �tr
d− tr

s� and patience Pr as
r=rr

max /rr
min. The request cannot be served and is in-

alid if Pr�1 due to constraint 1, which is defined
hereafter.

Users can also ask for another kind of service,
hich is bandwidth based compared with the previous
ne, which was volume based. This can be achieved by
ailoring the transfer request so that there is no flex-
bility and requests can only be served using the re-
uested bandwidth. Rigid requests have Pr=1. To ob-
ain rate R between tr

s and tr
d, this kind of rigid request

s expressed as the 5-uple �sr ,dr ,R , tr
s , tr

d� rewritten as
he 6-uple �sr ,dr , �tr

d− tr
s�R ,R , tr

s , tr
d�. This request re-

riting can be done internally. Therefore BSPs expose
wo different services with two request formats: one
or malleable bulk transfers with transfer requests
nd one for bandwidth on demand with rigid requests.

At a low level, the connectivity requests specify
hat BSPs will ask of NOs. This kind of request is not
alleable and is defined as follows: a connectivity re-

uest g is expressed as a 5-uple �sg ,dg ,rg , tg
s , tg

d�, where
g is the source, dg is the destination, rg is the re-
uested rate, tg

s is the start time, and tg
e is the end of

he reservation. Similarly, to transfer requests, tg
a is

he arrival date of request g. We assume that connec-
ivity service is requested at tg

s −A (A in advance) and
y slots of duration D (i.e., tg

d− tg
s =D).

Assumption 1. Connectivity request issued for slot
is constrained to have tg

a� tg
s −A, tg

s =nD, and tg
e

�n+1�D. If this request is issued by BSP sp to NO no
t tg

a=mD−A with m�n, it will be noted gsp,no
m,n . Final

onnectivity request for slot n is thus noted: gsp,no
n,n . To

void overestimation of in-advance connectivity reser-
ations, we assume (Assumption 2) that a BSP can
nly reprovision for a given slot, by increasing the rate
emand.

Assumption 2. At time m�D−A, when updating ad-
ance connectivity requests previously made at mD
A for slot n, BSP can only increase requested band-
idth. More formally, ∀m�m��n ,rgsp,no

m,n �rgsp,no
m�,n .

This is illustrated in Fig. 4, where new connectivity
equests for slots n and n+1 issued at time nD−A are
hown as solid lines while old connectivity requests
re dashed lines.

Assumption 3. BSPs can only rent end-to-end con-
ectivity resources to the network operator. BSPs do
ot have routing facilities.
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Assumption 3 is based on a realistic situation in
which network operators do not provide routers nor
direct access to routing to their customers. This im-
plies that there is no routing opportunity from the
BSP’s point of view. Routing issues will be addressed
by the NOs. This also avoids the need to expose de-
tailed topological information of the core network.

We define the bandwidth allocation profile of r as a
step function t�pr�t� defining the rate allocated to
this transfer over time. A valid bandwidth allocation
profile pr must verify constraints 1, 2, and 3:

∀t � �tr
s,tr

d�, 0 � pr�t� � rr
max, �1�

∀t � �tr
s,tr

d�, pr�t� = 0, �2�

�
tr
s

tr
d

pr�t�dt = vr, �3�

where ar
s is the actual start time of transfer r and ar

f is
its actual finish time. More formally, ar

s=min�t �pr�t�
�0� and ar

f =max�t �pr�t��0�.

In this model, BSPs do connectivity reservations
with the same source and destination sites as transfer
requests. Connectivity reservations have to satisfy the
following constrains to support transfer requests. Let
us consider a set of N transfer requests R
= �r1 , . . . ,rN� and a set of M nonoverlapping [i.e.,
∀g ,g��G , �tg

s , tg
e�� �tg�

s , tg�
e �=�] connectivity requests

G= �g1 , . . . ,gM�; the validity constraints are (in addi-
tion to 1, 2, and 3 for each request in R) the following:

∀g � G, ∀ t � �tg
s,tg

e�, 	
r�R

pr�t� � rg, �4�

∀r � R, ∀ t � �
g�G

�tg
s,tg

e�, pr�t� = 0, �5�

∀r � R, sr = sg, �6�

∀r � R, dr = dg. �7�

Figure 5 shows a group of transfer requests and the
corresponding connectivity request to serve them. Due
to Assumption 3, and without loss of generality, the
rest of this paper focuses on one source–destination

Fig. 4. (Color online) Connectivity service’s slots n−2 to n as seen
at time nD−A.
air as transfer requests with a different source or
estination that do not interact.

. Request State Diagram

Users’ transfer requests or rigid requests are re-
eived and processed by BSPs. The BSP’s transfer re-
uest state diagram comprises four states: new, sched-
led, granted, and rejected.

A request r is (i) new when the request has just
een received and is valid but has been neither ac-
epted nor rejected; (ii) scheduled when it has been ac-
epted, but allocated profile t�pr�t� can still be
hanged; (iii) granted when it cannot be changed any-
ore; (iv) and finally rejected when the request is not

ccepted by the BSP. These states and allowed transi-
ions are depicted in Fig. 6. The state of request r is
hanged from scheduled to granted at time tr

s−a in or-
er to give the sender some time before the transfer
tart time. Transitions from state new to scheduled or
ejected depend on the decision made by the BSP
hen first scheduling this request. Note that once the

equest has been marked as scheduled, its state can-
ot be changed to rejected.

Assumption 4. In this work, we assume that they
re never rejected.

ig. 5. (Color online) Transfer requests �r� �1,2,3�� grouped in
onnectivity requests g and g�.

ig. 6. Transfer request state diagram: once scheduled a transfer
annot be rejected anymore, but the profile can still change until
he transfer reaches the granted state.
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Assumption 4 implies that in-advance transfer re-
quests can all be accepted. The BSP has infinite re-
sources as demonstrated in the next section.

C. Scheduling and Provisioning

In the remaining, interactions between one given
BSP and one given NO are considered, so sp and no
subscripts will thus be omitted in notations.

For every slot n at nD−A, the BSP has to decide for
each source–destination pair which connectivity re-
quest to issue for the next slot to accommodate the
already-known transfer requests Rn (∀r�Rn, tr

a�nD
−A) and how to schedule these transfers. The problem
presented in this section addresses this issue when re-
jection is not allowed and the objective is to minimize
the aggregated provisioned capacity.

According to the previously defined state diagram,
Rn is partitioned into three subsets Rn
=Rn

new�Rn
sched.�Rn

granted, where Rn
granted is the set of re-

quests already granted during slots before nD−A,
Rn

new contains new valid requests that have not yet
been scheduled (or rejected) and Rn

sched. contains trans-
fer requests that can still be rescheduled. It can be
noted that requests in Rn

sched.�Rn
granted were already in

Rn−1. Figure 7 summarizes this.

Let Gn
final= �gi,i �1� i�n−1� be the set of connectivity

reservation made for slots up to n−1 (they cannot be
modified anymore), Gn

prev.= �gn−1,i �n� i�M� and Gn
new

= �gn,i �n� i�M�, where M is the greatest slot utilized
by a transfer request.

Using previously defined validity constraints for
connectivity requests and constraints on increasing
connectivity requests, we formulate the problem as

BP�n�: minimize: 	
g�Gn

final�Gn
new

rg

subject to:

∀r � Rn, ∀ t � �tr
s,tr

d�, 0 � pr�t� � rr
max,

∀r � Rn, ∀ t � �tr
s,tr

d�, pr�t� = 0,

Fig. 7. Partitioning of R .
n
∀r � Rn, �
tr
s

tr
d

pr�t�dt = vr,

∀g � Gn
final � Gn

new, ∀ t � �tg
s,tg

e�, 	
r�Rn

pr�t� � rg,

∀t � 
 �
g�Gn

final�Gn
new

�tg
s,tg

e��, ∀ r � Rn, pr�t� = 0,

∀i, n � i � M, rgn−1,i � rgn,i.

Let I be the set of time intervals defined by dividing
he time axis on all tg

s, tg
e, tr

s, and tr
d. In this case, �r,i

ill be 1 if request r can be served on interval i and 0
lse, �g,i equals 1 if connectivity request g covers in-
erval i and 0 else (all i are supposed to be covered by
connectivity request g possibly with rg=0), li is the

ength of interval i, and pr,i is the constant rate of pr�t�
n interval i. Then the problem BP�n� can be rewrit-
en as a linear program:

BPLP�n�: minimize: 	
g�Gn

final�Gn
new

rg

subject to:

∀r � Rn, ∀ i � I, 0 � pr,i � rr
max,

∀r � Rn, ∀ i � I, �1 − �r,i�pr,i = 0,

∀r � Rn, 	
i�I

�r,ipr,ili = vr,

∀i � I, ∀ g � Gn
final � Gn

new, �g,i 	
r�Rn

pr,i � rg,

∀j, n � j � M, rgn−1,j � rgn,j,

here the variables are {pr,i �r�Rn
new�Rn

sched., i�I}
nd �rg �g�Gn

new�. {pr,i �r�Rn
granted, i�I} is not part of

he variable as granted request profiles cannot be
hanged anymore.

It can be proved that provided requests in Rn
new are

n-advance requests, meaning they have their start
ime tr

s after nD, and BPLP�n� has a solution.

The whole procedure for provisioning and schedul-
ng transfers is depicted in Algorithm 1.

V. PERFORMANCE EVALUATION

In the previous section we unified malleable trans-
er requests and rigid requests in a common format.

e formulated the dynamic bandwidth provisioning
roblem BPLP. Then we proposed and proved an opti-
al solution for any given set of malleable and fixed

ransfer requests. The goal of the performance evalu-
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ation is to explore how the malleability of requests im-
pact the resource provisioning and utilization. In or-
der to evaluate the impact of requests’ characteristics,
we performed simulations with different workloads.
The proposed provisioning algorithm has been imple-
mented in jBDTS [11], which is used for the simula-
tions.

Rates proposed by the NO are generally discrete.
Therefore, in the following simulations Algorithm 1 is
compared with a modified version that uses BPLP as a
linear relaxation of the mixed integer linear problem
with a discrete value for rg. In this modified version,
rounding of rg to the upper discrete value is performed
just before sending connectivity requests at line 11 of
Algorithm 1. We used discrete steps of 100 Mbps.

The first experiment used a set of default param-
eters parameterized by the slot duration D:

• slot duration: D;
• provisioning advance: A=D /2;
• granting advance: a=D /20;
• transfer request interarrival: D /12;
• number of requests: 2000;
• requests’ attributes:

– tr
d− tr

s=d=D /2,
– tr

s− tr
a=2D,

– rr
min=R=53 Mbps �vr=Rd�,

– Pr=2.

Algorithm 1 Schedule and provision at t=nD−A

Input: Rn
new, Rn

sched., Rn
granted, Gn

final, Gn
prev.

Output: Rn+1
sched., Rn+1

granted, Rn+1
final, Rn+1

prev., �t�pr�t� �r
�Rn=1

sched.�Rn+1
granted�

//Initialize set of req. for next slot
1: Rn+1

sched.←�
2: Rn+1

granted←Rn
granted

//Determine profiles for transfer req. and
connectivity req.
3: Solve BPLP �n�

//Update transfer req.’s states
4: for all r�Rn

new�Rn
sched. do

5: if tr
s−a� �n+1�D−A then

6: Rn+1
granted←Rn+1

granted� �r�
7: else
8: Rn+1

sched.←Rn+1
sched.� �r�

9: end if
10: end for

//Send connectivity req. to NO
11: Issue connectivity requests g� �Gn

new� to NO.
//Update connectivity req. sets for next slot.

12: Gn+1
final←Gn

final� �gn,n�
13: Gn+1

prev.←Gn
new\ �gn,n�

14: return Rn+1
sched., Rn+1

granted, Gn+1
final, Gn+1

prev., �t�pr�t� �r
�Rn+1

sched.�Rn+1
granted�
. Impact of Patience

Given that most of the time the duration and the
olume of a request will be fixed by the application se-
antic, we want to explore the impact of the patience

actor, which represents the request’s malleability. In
ur model, patience is higher or equal to 1; otherwise
equests would not be accepted. If patience equals 1,
equests cannot be reshaped and have to be scheduled
s one single rectangle at rr

max during �tr
s , tr

d�. The im-
act of this factor can be observed in Fig. 8, where ex-
ra reserved bandwidth decreases quickly as Pr in-
reases. When Pr is greater than 1.5, performance is
onstant. This means that the patience factor has a
trong impact.

. Impact of Proportion of Flexible Requests

In this set of experiments, we used two classes of re-
uests: one with patience equal to 1 (rigid requests)
nd one with varying patience (malleable requests).

Requests used here have the following parameters:
here are 30 clients each acting as an ON–OFF source
ith an exponential OFF time of mean 2 hours. ON

imes are given by the request windows �tr
s , tr

e�. Each
lient submits 60 requests. The volumes of each re-
uest are derived from a Pareto distribution with a
inimum volume equal to 100 GB and a shape pa-

ameter equal to 1.5, leading to an average volume of
00 GB per request. Each source has a maximum
ending rate of 100 Mbps or 1 Gbps randomly chosen
ith equal probability. Similarly each transfer can be
exible and have a varying patience �Pr
�1,1.1,1.2,1.5,2,3�� or can have no flexibility �Pr
1�; the probability of being a flexible request is p.
he slot duration is equal to 24 hours. As an example,
ith a sending rate of 100 Mbps, a 300 GB transfer
as a minimum completion time (with patience equal
o 1) of 6.67 hours. In the overall experiment the
ean actual duration of transfer was observed to be

.33 hours. In this experiment, as the maximum rate

ig. 8. (Color online) Provisioned but unused bandwidth as a func-
ion of patience without and with rounding to the upper 100 Mbps.
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is fixed, increasing patience decreases minimum rate
rr

min and thus increases the transfer’s potential dura-
tion.

We can observe on Fig. 9 that provisioning of this
considered set of requests lead to an important waste
of bandwidth when there is no flexibility (Pr=1 or
p=0). But the gain is linear with the proportion of
flexible requests because rr

min of flexible requests is Pr
times smaller when the request is flexible while the
number of flexible requests is p times the total num-
ber of requests.

The second observation is that increasing the pa-
tience is an efficient way to decrease the overprovi-
sioning. Increasing the patience of 10% from Pr=1 to
Pr=1.1, which actually also increases transfer dura-
tion by 10%, increases the utilization ratio by 20%
when all requests are flexible. However, this gain is
not linear with patience because going from Pr=1.1 to
Pr=3 only improves the provisioning by another 20%.

VI. RELATED WORKS

One of the directions recently investigated in large-
scale distributed computing and data processing sys-
tems is the capability of dynamically establishing
dedicated connection-oriented circuit switching or a
lambda path [2–4]. The current state of the art is that
these circuit services are configured manually either
by fax, phone, or e-mail or in selected cases with first-
generation web services. As an example of these new
services, UCLP (user-controlled light paths) [3] allows
users and applications to partition and configure the
resources of an optical network. The CHEETAH
(circuit-switched high-speed end-to-end transport ar-
chitecture) project [12] is also towards an end-to-end
connection-oriented circuit in a gigabit Ethernet over
synchronous optical netork (SONET) transport net-
work with GMPLS control functions at the network el-
ements. The goal of the DRAGON (dynamic resource
allocation via GMPLS optical networks) project [13] is
to develop functions such as a network-aware re-

Fig. 9. (Color online) Provisioned but unused bandwidth as a func-
tion of p for different patience �Pr� �1,1.1,1.2,1.5,2,3�� with
rounding to the upper 100 Mbps.
ource broker (NARB) and an application-specific to-
ology builder (ASTB) required by the network infra-
tructure for performing immediate and in-advance
eservations of network resources for connections in a
eterogeneous and multidomain transport network.
eference [14] suggests making network reconfigura-

ions available to application users by making visible
ll the resources and allowing them to send signaling
essages in carrier networks. This approach can be

pplied to specific distributed applications like
-science deployed over the National Research and
ducational Networks (NREN).

To develop and adapt these facilities into an indus-
rial context, CARRIOCAS proposes new manage-
ent and control functions to evolve existing telecom

etwork infrastructures to deliver commercial ser-
ices for company customers. Commercial services
ave to be built on an abstracted view of the infra-
tructures and resource signaling has to go through
olicy and business procedures before triggering net-
ork reconfiguration or resource reservations. In the
ARRIOCAS approach, company customers can ac-
ess a well-defined abstracted view of the services ex-
osed by the SRV. This approach allows network op-
rators to hide the real topology and availability of
heir networks. G-Lambda [2] also considers the case
f lambda paths as a commercial service (single pro-
ider or multiprovider cases) but concentrates on the
ser-to-network interface specifications with a grid
etwork services–web-service interface (GNS–WSI).
ost of these current hybrid network implementation

onnection services are permanently or semiperma-
ently configured and managed by a proprietary net-
ork resource provisioning system (NRPS). Compa-

able service-oriented approaches are also explored in
5,15].

Several works expand the dynamic provisioning ap-
roach to IT resources. In [16] two different integra-
ions of the service plane and network control plane
re proposed. The first one is grid-enabled GMPLS
G2MPLS�, which implements GMPLS control func-
ions and extends them to include nonnetwork re-
ources as new switching capabilities. The second is a
ession initiation protocol (SIP) over an optical burst
witching network (SIP-based OBS network), where
he SIP is used as a service-level signaling protocol
nd SIP proxies are used to access the OBS transport
lane. They both suppose that network infrastructure
opology, its capability, and its states are accessible to
he end users. CARRIOCAS implements the virtual
nfrastructure concept by decoupling the management
f the physical infrastructure (network element inven-
ory, equipment and network maintenance and ad-
inistration, performance monitoring, etc.) from the
anagement of the services that can be delivered to

xternal service providers.
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A dynamic bandwidth scheduling scheme that ex-
ploits the quasi-flexible nature of connectivity reser-
vations and considers, as we do, two broad classes of
generated network traffic, streaming and elastic, with
the same type of QoS requirements that have been
proposed in [17]. This problem was also studied by
Burchard in [18], where the concepts of malleable res-
ervations to address bandwidth fragmentation was
proposed. Our approach is similar to both proposals.
However, unlike in these related works, this paper for-
mulates the problem and proposes a linear program-
ming approach that offers an optimal solution.

In previous works [19,20], multistep allocation of
time-constrained transfer requests were studied un-
der fixed capacity constraints. This work extends that
and demonstrates how the approach applies to any in-
advance connectivity reservation service.

Reference [21] proposes an architecture relying on
OBS that maps jobs to optical bursts. This solution is
limited to jobs that can be put in bursts and does not
require interactivity or an established circuit between
fixed entities, such as video over IP. Our proposed ap-
proach can serve such requests through rate-based re-
quests.

In the context of self-sizing networks adaptively di-
mensioned as traffic changes, several dynamic band-
width allocation strategies have been proposed
[22–24]. These approaches are all based on predictors.
This paper considers that a large fraction of the traffic
is known in advance and is malleable. The bandwidth
provisioning service is exposed to users. Our solution
benefits from the traffic malleability and the in-
advance knowledge to adapt the resource reservation
to its needs (or objective) and to provision the network
equipment accordingly.

VII. CONCLUSION

This paper has presented virtual infrastructures to
help emerging IT service providers facing service de-
mand variations and the need for services for real-
time access to right-sized capacities, which are cur-
rently not supported by telecom network
infrastructures. This paper advocates for the design,
development, and deployment of new infrastructure
management functions to discover, select, reserve,
coallocate, and reconfigure resources and schedule,
monitor, and control in real time their usage. These
functions were studied and implemented in the SRV
module of the CARRIOCAS project. We proposed a
flexible approach for dynamic bandwidth provisioning
suitable for telecom network operations. The interface
enables us to specify malleable transfer requests and
rigid requests in a common format. The corresponding
dynamic bandwidth provisioning problem has been
ormulated. It provides a solution for in-advance mal-
eable and rigid request scheduling and the provision-
ng of the underlying network infrastructure in case
his infrastructure has infinite resources. The pro-
osed objective function is to minimize the total
mount of network resources reserved for the applica-
ion workflows as requested by service providers. It is
n important objective for service providers who have
o pay for the reserved resources. Performance evalu-
tion demonstrates how time slots and service de-
and rate granularity as well as malleability affect

esource provisioning and its utilization.

We are currently doing experiments on the auto-
atic provisioning of connection services by interfac-

ng the SRV module with the network equipment de-
loyed in the CARRIOCAS pilot network. Thanks to
ts evolutive architecture, the dynamic reconfigura-
ion functions of wavelength switched connections will
e explored through tunable and reconfigurable add–
rop multiplexer (T&R-OADM) nodes and GMPLS-
ased control functions. The node controllers will be
pgraded to establish automatically the wavelength-
witched optical connections on demand by communi-
ating connectivity service end points to client carrier
thernet nodes embedding dynamic protocol message
xchanges in the form of RSVP-TE messages through
UNI interface to the photonic cross-connect servers.
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