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Motivation

• Growing traffic volume

• e.g., video, P2P, video games 

• Accept or Reject a new incoming flow ? 

• too many acceptances => performance collapse

• too many rejections => low level of resource utilization

• State-of-the-art Solutions

• measurement-based approach

• implemented on each link

• how to calibrate their parameters? 

• too specific to scenarios
2
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Our approach
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Le contrôle de congestion 
!  Réseau idéal : capable d'acheminer un trafic utile directement 

proportionnel à la charge soumise jusqu’à atteindre la capacité 
maximum de transport 

!  En pratique, le fonctionnement du réseau s'écarte de l'idéal, à 
cause d'une allocation de ressources inefficace en cas de surcharge 
(retransmissions en cascade) 

#  Congestion du réseau = effondrement des performances 
#  Objectif : pouvoir prévenir et/ou guérir la congestion !!! 

Trafic soumis 

Capacité max. 

Trafic écoulé 

Trafic soumis 

Temps de transfert 
Trafic idéal 

Trafic souhaité 

Trafic congestionné 

Performance

Offered Load

• A communication link <=> a queue with a single server

• Yes, but which queue to choose? 

• G/G/1 queue, but how to solve it? 

• M/G/1 queue, simple solution for its steady-state but 
general enough? 

• How to choose the queue parameter values?

• in a dynamic and automatic way 

• need for a procedure to set them from measurements 
collected on the link
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Major Steps
• Measurements

• on short timescale, collect couples of <Xi,Pi> with

• Xi = average throughput,

• Pi = packet loss rate or queueing delay

• Modeling the behavior 

• too many data => cluster <Xi,Pi> into k centroids 

• apply High-Level Modeling to find the fitting M/G/1 queue

• i.e., find   fMG1    such that   Pj ≃ fMG1(Xj)       j

• Decision algorithm

• given the rate r of the incoming flow, workload 
growth projection

• i.e., fMG1(Xi+r) < P* with P* = max. tolerable value

8

4



March 23 2012RESO

Illustration
• Example

• here, Pi = queueing delay in the buffer 

• Best M/G/1 queue fit: gives μ=5.01, cv=2.02 and 
off=0.08

maximal rate measurements are done on different time scales.
Rm

k

represents the maximal observed rate in the time scale
k. This time scale is equal to k sampling periods in the mth

measurement window. The rate of the aggregate traffic and its
standard-deviation are estimated over the last M measurement
windows as follows:
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This measurement-based admission control solution consists
of two parts: a short time scale test that ensures that no packet
is too long delayed, and a long time scale test that checks
that the flow requesting admission does not exceed the link
capacity. Note that envelopes are used only to check the first
condition. A new flow requesting admission with a peak rate
r is accepted if and only if:
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III. SEMANTIC-BASED ADMISSION CONTROL SCHEME

As said previously, our new admission control solution is
based on a semantic approach. In such approach, we acquire
knowledge on existing flows via an analysis of the on-going
traffic, and feed it to the Knowledge Plane. The Knowledge
Plane holds a global picture of network status and distributes
it to the Admission Control, which decides for each new flow,
whether it accepts or rejects it.

In this section, we describe our new Semantic-Based Admis-
sion Control solution (SBAC). As opposed to MBAC solutions,
our SBAC solution features includes an additional step, namely
Knowledge Plane. More specifically, our SBAC solution is
made up of three parts: (i) a measurement algorithm; (ii) a
Knowledge Plane; (iii) a decision algorithm.

A. Measurement algorithm
In our solution, we continuously monitor the activity of

the communication link so as to collect measurement data.
These data reflect the actual behavior of the on-going traffic
on a short time scale W

T

of length T . For each time window,
W

T

, we measure the actual output rate of the on-going traffic,
denoted by X (packets/ms), and another QoS performance
parameter P . P may correspond to the packet delay (including
queueing delay in the buffer and transmission time), denoted
by R, or to the packet loss rate L. The measured values of X
and P are gathered together into one pair of measurements.
More specifically, we refer to the pair of measurements,
(X , P ), as our measurement points.

B. Knowledge Plane

Once measurement points have been collected, we aim at
building the evolution of P as a function of X , denoted by
P = f

P

(X). The second part of our SBAC solution consists
itself of two phases.
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Fig. 1. Example of a Knowledge Plane, where P is the packet delay

First, we aim to partition n measurement points into k clus-
ters in which each measurement point belongs to the cluster
with the nearest mean. To do this, we use K-means clustering
method. Elements within a cluster are represented by a single
point, denoted by centroid point. We obviously end-up with k
centroids points.

Second, using Begin et al. method [3], we attempt to auto-
matically discover a queueing model that correctly reproduces
the behavior exhibited by centroids points. The parameters of
the discovered queueing model are adequately selected. In our
work, we limit the search for the model to two single server
queue models, namely, the M/G/1 queue when we deal with
the packet delay, and the M/G/1/K queue when we deal with
the packet loss rate. The discovered queue will provide f

P

,
and this knowledge will be incorporated in our Knowledge
Plane.

Figure 1 illustrates our measurement methodology described
above. It shows an example of how we discover a queueing
model, f

P

, whose performance parameters match as closely
as possible those known from the centroids points. We ob-
serve that a single M/G/1 queue (with a mean service time of
5.01 packets/ms, a coefficient of variation equal to 2.02 and
an offset equal to 0.08) adequately reproduces the behavior
exhibited by centroids points. We note that, in this example,
P represent the packet delay.

C. Decision algorithm

Our algorithm makes its decision whether or not to accept a
flow based on a prediction. It attempts to adequately predict the
expected performance of a link in face of projected growth in
the workload taking benefit of f

P

as delivered by the queueing
model. We define the expected value of P , denoted by bP , if a
new flow requesting admission, with a peak rate r, is accepted
as follows:

bP = f
P

(

bX + r) (7)
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Shortcoming

• Too many measurement points <Xi,Pi>

• Keep only 1000 points

• But which of them? 

• the 1000 last points are the most recent

• but very likely to all look alike => loss of 
information

• instead, we split the possible range of 
throughput in 10 intervals, 

• and we enforce the existence of 20 <Xi,Pi> in 
each of them

• we guarantee the spatial diversity of centroids
6
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Illustration
• Example

• here, Pi = queueing delay in the buffer 

• Best M/G/1 queue fit: gives μ=5.01, cv=2.02 and 
off=0.08

maximal rate measurements are done on different time scales.
Rm

k

represents the maximal observed rate in the time scale
k. This time scale is equal to k sampling periods in the mth

measurement window. The rate of the aggregate traffic and its
standard-deviation are estimated over the last M measurement
windows as follows:
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of two parts: a short time scale test that ensures that no packet
is too long delayed, and a long time scale test that checks
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our SBAC solution features includes an additional step, namely
Knowledge Plane. More specifically, our SBAC solution is
made up of three parts: (i) a measurement algorithm; (ii) a
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A. Measurement algorithm
In our solution, we continuously monitor the activity of

the communication link so as to collect measurement data.
These data reflect the actual behavior of the on-going traffic
on a short time scale W

T

of length T . For each time window,
W

T

, we measure the actual output rate of the on-going traffic,
denoted by X (packets/ms), and another QoS performance
parameter P . P may correspond to the packet delay (including
queueing delay in the buffer and transmission time), denoted
by R, or to the packet loss rate L. The measured values of X
and P are gathered together into one pair of measurements.
More specifically, we refer to the pair of measurements,
(X , P ), as our measurement points.

B. Knowledge Plane

Once measurement points have been collected, we aim at
building the evolution of P as a function of X , denoted by
P = f

P

(X). The second part of our SBAC solution consists
itself of two phases.
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Fig. 1. Example of a Knowledge Plane, where P is the packet delay

First, we aim to partition n measurement points into k clus-
ters in which each measurement point belongs to the cluster
with the nearest mean. To do this, we use K-means clustering
method. Elements within a cluster are represented by a single
point, denoted by centroid point. We obviously end-up with k
centroids points.

Second, using Begin et al. method [3], we attempt to auto-
matically discover a queueing model that correctly reproduces
the behavior exhibited by centroids points. The parameters of
the discovered queueing model are adequately selected. In our
work, we limit the search for the model to two single server
queue models, namely, the M/G/1 queue when we deal with
the packet delay, and the M/G/1/K queue when we deal with
the packet loss rate. The discovered queue will provide f

P

,
and this knowledge will be incorporated in our Knowledge
Plane.

Figure 1 illustrates our measurement methodology described
above. It shows an example of how we discover a queueing
model, f

P

, whose performance parameters match as closely
as possible those known from the centroids points. We ob-
serve that a single M/G/1 queue (with a mean service time of
5.01 packets/ms, a coefficient of variation equal to 2.02 and
an offset equal to 0.08) adequately reproduces the behavior
exhibited by centroids points. We note that, in this example,
P represent the packet delay.

C. Decision algorithm

Our algorithm makes its decision whether or not to accept a
flow based on a prediction. It attempts to adequately predict the
expected performance of a link in face of projected growth in
the workload taking benefit of f

P

as delivered by the queueing
model. We define the expected value of P , denoted by bP , if a
new flow requesting admission, with a peak rate r, is accepted
as follows:

bP = f
P

(

bX + r) (7)
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Performance evaluation
• Link of 10 Mbps

• Maximum tolerable queueing delay, P*=10 ms

• Background traffic: real trace  (~5.5 Mbps)

• Incoming flows : VBR flows (Poisson arrivals, mean 
duration 120s, mean rate 64 Kbps)

Target

Our solution
Measured Sum
Aggregate envelope
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Conclusion

• Data-driven and Evolutive solution

• dynamic environment, no assumption on the traffic

• First step towards the definition of Knowledge Plane to 
sustain network management

• Semantic networking project of the common lab Alcatel 
Inria Bell Labs
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